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1 Introduction

The Zermelo-Fraenkel axioms for set theory with the Axiom of Choice (ZFC) are

central to mathematics.1 Set theory is foundational in that all mathematical objects

can be modeled as sets, and all theorems and proofs trace back to the principles of

set theory. For much of mathematics, the ZFC axioms suffice.

However, the independence phenomenon complicates this picture. There

are mathematical statements that can neither be proven nor refuted on the basis of

ZFC alone. Among these are examples that arose naturally from mathematical in-

quiry, such as the Continuum Hypothesis (CH), the assertion that all sets of reals

1See the Appendix for a list of axioms.
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are either in bijection with the natural numbers or with the set of all reals. The inde-

pendence of these statements presents us with several questions. Do such sentences

have truth values? If so, what are they?

To make progress on these questions, we embark on the project of finding

new axioms. If we can successfully justify the extension of ZFC by new axioms that

resolve the problem posed by independence, then the answer to the first question is

positive, and we will be able to find the answers to the second. If the project fails,

then one has a case that independent questions have no answers.

In this thesis, we will discuss a current proposal for a new axiom that, un-

der certain conjectures, would wipe away the independence problem. This axiom

candidate, V = Ultimate L, asserts that the universe of sets is equal to what is

hoped to become a well-understood “sub-universe,” named Ultimate L. We will

present some of the main ideas in the search for new axioms that lead us to consider

Ultimate L, and discuss the central ideas around the axiom. We will then add to the

case for the axiom by considering some recent results in set-theoretic geology due

to Toshimichi Usuba that parallel Ultimate L. Throughout, we will not only present

the mathematical facts, but also the philosophical ideas that inspire and are inspired

by them.

In Chapter 2 we will develop in more detail the independence problem. In

Chapter 3, we will develop some of the mathematical ideas that lead to new axioms.

In Chapter 4 we will sketch the basic facts about the new axiom candidate, and

discuss some of the philosophical issues surrounding it. In Chapter 5 we will prove

in detail Usuba’s main result, the Strong Downward Directed Grounds Hypothesis,

and its philosophically interesting consequences.
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1.1 Author’s Note

This thesis is meant to bring to the fore not only mathematical ideas, but also philo-

sophical ones. We hope to give the reader a sense of the story that leads one to

investigate Ultimate L (Chapter 4), or to emphasize what were originally just corol-

laries at the end of a paper (Section 5.3). While the earlier chapters philosophically

build up to the later ones, they also do so mathematically. We will spend much

of the earlier chapters laying down the necessary groundwork in order to approach

the later chapters, giving definitions and at least stating, if not proving, results. We

hope to make accessible the results of the final chapter to a reader with only a ba-

sic knowledge of set theory and mathematical logic, both in terms of learning the

results and understanding why they matter.

We will presume a basic familiarity with set theory, including topics such

as the ordinals, the class of sets, and basic constructions of mathematical objects

within set theory. We will also presume general mathematical background, and

at least a little familiarity with standard structures such as partial orders. We will

sketch some of these ideas in the Appendix.
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as I worked through this material. I would also like to thank Professor Warren Gold-
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introducing me to set theory. More generally, I am grateful to all the teachers I have

had at Harvard, who have helped me to learn and thrive these past years. Finally, I

would like to thank all of my friends for their continued support as I worked on this

project.
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2 The Independence Problem

In this chapter, we will further discuss the independence problem. We will discuss,

in particular, the ideas of consistency strength, natural independence, and forcing.

2.1 Gödelian Independence and Consistency Strength

Let us further discuss the problem of independence. We will not dive into the for-

malities of syntax, however everything that we do can be formalized in the language

of set theory, with classical first-order logic in the background.

We call a set of sentences a theory (usually thought of as the collection of

axioms); examples of theories include the axioms for group theory, or the ZFC

axioms themselves. We will only consider theories that extend ZF.2 We write

“T ` ϕ” to mean that ϕ is provable from T . We say that ϕ is independent of T iff

T 6` ϕ and T 6` ¬ϕ. Equivalently, ϕ is independent of T iff both T +ϕ and T +¬ϕ

are consistent. A fortiori, if there is ϕ independent of T , then T is consistent.3

Formally, the independence problem is this: We usually establish sentences ϕ as

mathematical truths by showing that ZFC ` ϕ, but there are sentences that are

independent of ZFC.

Gödel’s Incompleteness Theorems show the existence of independent sen-

tences. We will need the following form of the Second Incompleteness Theorem:

Theorem 2.1 (Second Incompleteness Theorem). Let T be a theory. Let Con(T )

formalize “T is consistent”. If T is consistent, then T 6` Con(T ). If T is Σ0
1-Sound,4

then T 6` ¬Con(T ).

2We will also require that all of our theories be recursively enumerable, which means (somewhat
informally) that a computer program can list the axioms.

3Due to the Second Incompleteness Theorem below, in order to show independence results for
T we thus need to assume the consistency of T .

4A formula is Σ0
1 iff it is of the form “(∃v ∈ ω)ϕ”, where ϕ has only bounded quantifiers that

range over the natural numbers. A theory is Σ0
1-Sound iff all of its Σ0

1 consequences are true.
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One may be tempted to just dismiss the problem. The only example of

a sentence we have given that is independent is Con(ZFC); while we are certainly

interested in knowing that our axioms are consistent (for, if they weren’t, they would

be false), this does not directly affect the sort of problems that mathematicians

usually think about. However, we will be considering the independence of natural

sentences. The idea is to consider sentences of the sort that actually come under

mathematical consideration, but turn out to be independent. This distinguishes such

sentences from constructions that encode metamathematics, for example. There is

no precise, formal criterion for a sentence to be natural, and it may be objected that

the distinction is at core meaningless. The Incompleteness Theorems are equivalent

to statements about Diophantine equations, after all. However, there seems to be

real structure when we discuss natural sentences, enough such that it seems a fruitful

pursuit that hopefully will be vindicated by further clarification in the future.

We will see examples of natural independence due to consistency strength

in Section 3.1. The other way in which occurrences of natural independence arise

will be discussed in Section 2.2. For now, we turn to the picture of the independence

phenomenon suggested by the Second Incompleteness Theorem.

By the Second Incompleteness Theorem, it is strictly stronger to assume

the consistency of a theory T than to simply assume T . To measure mathematical

strength in this way, we introduce the notion of consistency strength:

Definition 2.1. Let S and T be theories. We say that T has higher consistency

strength than S iff T proves the consistency of S and not vice-versa. If S and T

prove each others’ consistency, then we say that S and T have the same consistency

strength.

This notion suggests the following picture.5 While one cannot have a single

theory to found mathematics upon, one can have a hierarchy of theories, in which
5This discussion is based on [Koea].
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two theories are at the same level iff they have the same consistency strength, and

higher levels have higher consistency strengths. Let us call this the consistency

strength hierarchy. Here we see one advantage of working only with natural the-

ories: The consistency strength hierarchy is well-ordered when restrcting attention

to natural theories, while its structure can vary much more wildly without restric-

tions. Now, if the only independent problems were independent due to consistency

strength, then starting with ZFC there is only a straight path upward. In order to

resolve independence, one would need to argue that higher levels are consistent,

while staying below the levels that are inconsistent. While by the Second Incom-

pleteness Theorem one could never conclusively establish the consistency of a level,

while if a level is inconsistent, a proof can be exhibited (namely, the proof of the

inconsistency). However, a compelling level of evidence can be gathered to this ef-

fect; the situation is not so different in natural science, where in gathering evidence

one can never completely place a theory beyond refutation, yet one can provide a

compelling case to accept a scientific theory nonetheless. My point here is that in-

dependence due to consistency strength alone is not a large problem; this scenario,

while not as simple as having a single justified foundational theory, works.

However, this picture does not capture the full extent of the independence

problem. The problem is that there may be sentences independent of each level of

this hierarchy. Thus, to approach the independence problem, we have two tasks: To

accurately climb the consistency strength hierarchy, and to figure out which theories

are true among those that are consistent.

2.2 Forcing and Natural Independence

In the previous section, we saw independence arise from problems of consistency

strength. However, solving the problem of consistency does not solve the indepen-

dence problem, for there are sentences that are independent without raising consis-
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tency strength. Such sentences can be constructed by means similar to the Incom-

pleteness Theorems.6 However, such constructions are not our interest in attacking

the independence problem; we are, again, concerned with natural independent sen-

tences that do not increase consistency strength. The Continuum Hypothesis is one

such sentence, for we have

ZFC ` Con(ZFC)→ Con(ZFC + CH) ∧ Con(ZFC + ¬CH).

We wish to generally deal with sentences like the Continuum Hypothesis.

To do this, especially in the absence of a precise characterization of the natural

sentences, we look to the method by which we prove the independence of CH:

forcing.7 Forcing is one of the most powerful tools for showing sentences to be

independent. In particular, it is the main method for showing independence without

increasing consistency strength. Blocking this method is tantamount to solving the

independence problem in instances where there is no jump in consistency strength.

As we will be discussing and using it extensively later on, we shall summa-

rize the method in the following sections and develop some facts that we will need.

We will also give some examples, including a sketch of the independence of CH.

2.2.1 Basics of Forcing

The key idea of forcing is that it is a method to extend the universe. Starting in

V , we find a set G that is “missing” from V , and then add it in, closing under the

operations of set theory to form a larger universe V [G]. Given a sentence ϕ that we

wish to make true, we carefully choose G so that ϕ obtains in V [G]. Since G 6∈ V ,

we shouldn’t be able to define G in V , and so there should be nothing special about

G. For this reason, we call G generic. We will not have full access to G while
6For example, one can take a Rosser sentence.
7For the initiated: Throughout this thesis, we will only consider set forcing, not class forcing.
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working in V . Thus, we instead find a way to gain partial access to G, getting just

enough information about it in V to figure out what we need about V [G].

However, this intuitive picture fails to make sense in an important way.

Since V is the class of all sets, there cannot be a set G 6∈ V . We can formalize

this talk, however, by working with a countable transitive model M of ZFC. Since

M is countable, there are subsets G ⊆ M such that G 6∈ M . We again pick G so

that M [G] will satisfy ZFC + ϕ for a desired ϕ. If this works, then, given a model

of ZFC, we obtain a model of ZFC + ϕ. Thus, if ZFC is consistent, then so is

ZFC +ϕ.8 If one can, by the same method, show that ZFC +¬ϕ is consistent, then

ϕ is independent of ZFC.

While the above gives formally how we work with forcing, the original

picture is far more intuitive. Thus, we will often speak of forcing starting with V ,

and talk about forcing extensions of V , with the understanding that formally, we

are talking about a countable transitive model V that satisfies ZFC and whatever

assumptions we have on V . To further motivate this way of thinking, we observe

that the class {x | x = x} in V is the universe of V ; in other words, every model

of ZFC internally thinks that it is V , even though with an outside vantage point one

may be able to see that it is countable.

We move on to the specifics of the method. Our exposition here is neces-

sarily rushed; we refer the reader to [Kun80], Chapter VII for more details. We

need a way to gain partial information on the generic G without it being inside our

model. The solution is to use partially ordered sets. Intuitively, the order relation ≤

on a partial order P represents information; the lower in the order an element is, the

more information on G it gives. Dense sets in the partial order allow us to control

8There is a subtlety here. We would like, on only the assumption of ZFC + Con(ZFC), to prove
Con(ZFC + ϕ). Forcing requires a transitive model of ZFC; but, ZFC + “There exists a transitive
model of ZFC” has greater consistency strength than ZFC + Con(ZFC). There is a workaround
using the Reflection Theorem and the Compactness Theorem, however it is unenlightening to pursue
this here; see [Kun80, p. 185] for complete details. We will, as is common practice, simply assume
the existence of transitive models from now on, knowing that the bookkeeping can be done.
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the generic. We give the definitions.

Definition 2.2. A forcing notion is a partial order (P,≤P, 1P).9 (When the order

relation is clear from context, we omit it). A condition is an element of P. A subset

D ⊆ P is dense iff for all p ∈ P there is q ∈ D such that q ≤ p. D is dense below p

iff D is dense when we restrict to the set of conditions below p.

With these ideas, we can define generics.

Definition 2.3. Let P be a forcing notion, and G ⊆ P. G is a filter iff it satisfies the

following:

1. G is upward closed: For every p ∈ G, if q ≥ p, then q ∈ G.

2. G is closed under meet: If p, q ∈ G then there is an r ∈ G below both p and

q

G is a generic filter iff G is a filter that intersects every dense subset of P.10

To use G to define a new model, we introduce a set of names, and use G to

interpret them. The point is that the set of names is the set of all possible objects

that could be in M [G]. Among these are names x̌ for each x ∈ M , as well as a

name Ġ for the generic. We get the extension by having G pick out which objects

are actualized, by giving interpretations τG to names τ . It is not necessary to go

through the construction of the class Name of P-names. We do state the definition

of the generic extension.

Definition 2.4. We define the generic extension M [G] of M by G by

M [G] := {τG | τ ∈ Name}.
9Without loss of generality, we may assume that all forcing notions have a maximal element.

10We can equivalently define a generic filter to be a filter that intersects every maximal antichain
(See Definition 2.5).
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If M ⊆ N is an inner model, that is, a transitive model with all the ordinals of N ,

we say M is a ground of N , written M ⊆gd N , iff there is a partial order P ∈ M

and a generic filter G ⊆ P such that N = M [G].

The following lemma captures the basic facts about generic extensions.

Lemma 2.2. Suppose M [G] is a generic extension of M . Then M [G] is transitive,

M [G] |= ZFC, M ⊆ M [G], G ∈ M [G], and (On)M = (On)M [G]. Furthermore,

M [G] is the smallest such model.

The last major ingredient in forcing is the forcing relation, written p 
 ϕ.

This relation captures the idea that a condition gives us partial information about

generic extensions by generics that contain the condition. We will not go through

the actual definition of the relation here; the reader is referred to [Kun80, p. 195]

for details. The main point is contained in the following theorem.

Theorem 2.3 (The Fundamental Theorem of Forcing). Suppose that M is a transi-

tive model of ZFC, and P ∈ M is a forcing notion. There is a definable relation 


such that for all conditions p and all P-names τ1, ..., τn,

p 
 ϕ(τ1, ..., τn) ⇐⇒ For all generic G ⊆ P such that p ∈ G,M [G] |= ϕ(τG1 , ..., τ
G
n ).

Finally, we describe some basic facts about the forcing relation.

Lemma 2.4. 1. If p 
 ϕ and q ≤ p then q 
 ϕ.

2. If p 6
 ϕ then there is q ≤ p such that q 
 ¬ϕ.

3. If p 
 ϕ then p 6
 ¬ϕ.

2.2.2 Forcing Facts

In this section, we will outline several useful facts about forcing that will be of use

to us later. We review the κ chain condition, product forcing, and equivalences
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between forcing notions. We will not prove any of the lemmas we state here; the

reader is referred to [Kun80] Chapter VII.

One upshot of using partial orders to define forcing extensions is that the

combinatorics of the partial order can be used to control the properties of the generic

extension. A major example is the κ chain condition.

Definition 2.5. Let P be a partial order. A subset A ⊆ P is an antichain iff for

all p, q ∈ A, there is no r ∈ P such that r ≤ p, q. We say that P has the κ chain

condition (abbreviated by saying “P is κ-c.c.”) iff for all antichainsA ⊆ P, |A| < κ.

The κ-c.c. is closely related to the following approximation property be-

tween an inner model and an extension. We will prove in Section 5.2.1 that this

property is equivalent to N being a ground of M by a κ-c.c. forcing notion.

Definition 2.6. LetN ⊆M be an inner model. We say thatN satisfies the κ-global

covering property for M iff for all functions f : X → Y with f ∈ M , there is a

function gf : X → P (Y ) such that

1. gf ∈ N ,

2. for all x ∈ X , f(x) ∈ gf (x), and

3. for all x ∈ X , |gf (x)| < κ.

Remark. It suffices to only consider functions whose domain and range are ordi-

nals, since one can replace the domain and range of an arbitrary function by their

cardinalities.

Another property of κ-c.c. forcing is that it must add subsets of κ:

Lemma 2.5. Suppose P ∈ M is a κ-c.c. forcing notion. Let G ⊆ P be generic. If

M (M [G], then PM(κ) ( PM [G](κ).

We turn to another useful property: weak homogeneity.

12



Definition 2.7. A partial order P is weakly homogeneous iff for all p, q ∈ P there is

an automorphism f of P such that there is r ∈ P with r ≤ f(p), q.

One example of a weakly homogeneous forcing notion is the cardinal col-

lapse:

Definition 2.8. Coll(ω, κ) is the set of finite partial functions p from ω to κ, ordered

by reverse inclusion.

For any n, the set of p such that n ∈ dom(p) is dense, so a generic must be

a total function, in fact a surjection, from ω to κ in the forcing extension. Thus, this

forcing notion collapses a cardinal in the forcing extension to a countable ordinal

(recall that with countable transitive models, everything in the model is externally

countable). It is weakly homogeneous because we can always take an automor-

phism that swaps functions whose nth coordinate is a and functions whose nth co-

ordinate is b, and do this to get an arbitrary p to agree with an arbitrary q throughout

the shorter one’s domain.

We will use the following lemma on weak homogeneity:

Lemma 2.6. Suppose P ∈ M is a weakly homogeneous forcing notion. For any

p ∈ P and any formula ϕ, p 
 ϕ iff 1P 
 ϕ.

Next, we discuss product forcing and iterations. Having passed from M to

M [G], it is natural to wonder whether one can find a generic H ⊆ P′ ∈ M [G] and

force again, to add new sets. Doing so corresponds to forcing with a product partial

order.

Definition 2.9. Suppose P0 and P1 are forcing notions in M . The product forcing

is given by the following order relation on P0 × P1:

(p0, q0) ≤P0×P1 (p1, q1) ⇐⇒ (p0 ≤P0 p1) ∧ (q0 ≤P1 q1).

13



Lemma 2.7. Let P0,P1 ∈ M be forcing notions. Let G ⊆ P0 × P1 be equal to the

product G0 ×G1. The following are equivalent:

1. G is generic over M

2. G0 is generic over M and G1 is generic over M [G0]

3. G1 is generic over M and G0 is generic over M [G1]

Furthermore, if any of the above hold, then M [G] = M [G0][G1] = M [G1][G0].

We turn now to the question of when two forcing notions are equivalent. We

do not quite need isomorphisms (in particular, surjections) of partial orders; rather,

the type of map we are interested in preserves generics as the important structure

on a forcing notion.

Definition 2.10. Let P0 and P1 be forcing notions. A function f : P0 → P1 is a

dense embedding iff the following hold:

1. f preserves the order: For all p, q ∈ P0, if p ≤ q then f(p) ≤ f(q).

2. f preserves incompatibility: For all p, q ∈ P0, if there is no r ∈ P0 such that

r ≤ p, q, then there is no such r for f(p) and f(q) in P1.

3. f [P0] is dense in P1.

The next lemma tells us that dense embeddings do in fact preserve generics,

and give a full equivalence between forcing notions.

Lemma 2.8. Let f : P0 → P1 be a dense embedding between forcing notions in a

transitive model M . For G ⊆ P0, we set

f̂(G) := {p ∈ P1 | (∃q ∈ G)(f(q) ≤ p}.
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Then f and f̂ give a correspondence between P0 generics and P1 generics, in that

if G is P0 generic, then f̂(G) is P1 generic, and if H is P1 generic, then f−1[H]

is P0 generic. Furthermore, if G is P0 generic and H is P1 generic, then M [G] =

M [f̂(G)] and M [H] = M [[f−1[H]].

We will use the following equivalence with the collapse forcing:

Lemma 2.9. If |P| ≤ γ and 1P 
 (∃f)(f : ω → γ is surjective), then there is a

dense embedding from (a dense subset of) P to Coll(ω, γ).

2.2.3 The Space of All Forcing Extensions: The Generic Multiverse

It is sometimes useful for us to take a big picture view by thinking of the study of

forcing as the study of a space consisting of models of ZFC, specifically, the models

produced by considering forcing extensions and grounds. This space is called the

Generic Multiverse.

Definition 2.11. The Generic Multiverse generated by M0, denoted VM0 , is the

smallest collection of models of ZFC satisfying the following:

1. M0 ∈ VM0 .

2. If M ∈ VM0 and M [G] is a generic extension of M , then M [G] ∈ VM0 .

3. If M ∈ VM0 and N ⊆gd M , then N ∈ VM0 .

The Generic Multiverse, denoted V, is the Generic Multiverse generated by V .

The Generic Multiverse gives us all the “possible universes” that we could

have due to forcing. As such, it plays a key role in our investigation of the inde-

pendence problem and its solution: If sentences that are independent due to forcing

(such as CH) have no truth value, then for any member W of the Generic Multi-

verse, there is no reason to believe that the universe of sets is W .11 That is, there is
11See [Woo09].
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no privileged point in V. For, if there were, then the truth value of CH or any other

such sentence would be the truth value of that sentence in W . The contrapositive of

this statement tells us then that the existence of such a privileged point is a reason to

believe that the independent questions have answers. This gives a condition on any

attempt to fully solve the independence problem: If we claim that some model V

corresponds to the actual V , then V should be such a privileged point in its Generic

Multiverse.

There are several conditions we can place on such a point. It should be de-

finable, otherwise we are unable to speak of it. This definition should be generically

absolute; that is, the definition should be interpreted the same in W , V , and V [G],

where W ⊆gd V ⊆gd V [G]. In order for this to be possible, the privileged point

should be minimal; otherwise, if P is the privileged point and Q (gd P , then Q

cannot interpret the definition of P correctly, for it is missing elements of P . We

would like for the privileged point to be a unique minimum, otherwise we would

be unable to distinguish between the various minima, and they would all cease to

serve their purpose.

We will see in Chapter 5 that if there is such a point, then it must meet

these conditions. Thus the central question is whether such a point exists. Under

sufficiently strong assumptions, we will see in Chapter 5 that the answer is positive.

This becomes part of a larger picture suggesting the solution to the independence

problem.

2.3 Recap

We have gone over the independence problem which motivates this thesis. We

found that there are two main sources of independence when it comes to natural

sentences of mathematics: Consistency strength, and forcing. Thus, a complete

solution to the independence problem will address both of these. We will begin
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discussing approaches which attempt to address these in Chapter 3. However, the

first truly compelling solution will only come with the axiom V = Ultimate L in

Chapter 4.

3 Approaches to New Axioms

Having discussed the independence problem, we turn to the ideas, mathematical

and philosophical, that have been used to attack the problem.

To solve the independence problem, we require new axioms to be added to

ZFC. Such axioms must be capable of solving independent questions. However,

we cannot arbitrarily adopt any sentence as an axiom. For, if we could, then we

could simply adopt whichever independent sentences as new axioms as we pleased.

The question of whether, say, CH is true loses objectivity, as both CH and ¬CH

become equally good axioms. This is no solution to the independence problem; it

is merely accepting that one cannot answer independent questions.

Thus, we cannot adopt any independent sentence as a new axiom. We need

to justify the new axioms we take on, to argue for their truth. Such arguments are

not proofs, for we work with questions that cannot be answered by proof. Thus,

such justifications must be partially philosophical. However, to carry weight, they

must also be influenced by mathematical facts.

In Section 3.1, we will discuss a first attempt at solving the independence

problem: Large cardinal axioms. We will discuss other attempts from inner model

theory in Section 3.2

3.1 Large Cardinals

The first approach to the independence problem we shall discuss is via large cardinal

axioms. These axioms, while unable to resolve the Continuum Hypothesis (see
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Theorem 3.4) have had many successes resolving independent questions.

There is no general, formal characterization for what counts as a large car-

dinal. Intuitively, a large cardinal axiom asserts the existence of a cardinal number

that transcends all the ordinals that ZFC can prove exists, and possibly other large

cardinals as well. This is analagous to the Axiom of Infinity, which effectively as-

serts the existence of ω; without it, the only ordinals that can be proven to exist are

the finite ones, whose formation process (iterating successor) is completely tran-

scended by ω. A formal way that large cardinals transcend that which comes before

is that they increase consistency strength: If A is any of the standard large cardinal

axioms, then ZFC + A proves the consistency of ZFC (possibly with other large

cardinal axioms as well).

Based on the discussion of the previous paragraph, it makes sense to dis-

cuss the large cardinals as falling into a hierarchy. In fact, they form a hierarchy in

terms of consistency strength. There are several remarkable empirical facts about

the large cardinal hierarchy.12 First, it seems to be well-ordered, with only a few

comparisons currently unknown.13 Second, for any “natural” sentence S, there is

a large cardinal axiom A such that ZFC + A has the same consistency strength as

ZFC + S. Furthermore, in many cases there is no known way to prove that two

theories have the same consistency strength except by going through the appropri-

ate large cardinal hypothesis.14 Thus, the structure of the large cardinal hierarchy

explains the structure of the consistency strength hierarchy for natural theories.

Let us give some specific examples of large cardinals. These are just a few

examples, meant to give the reader a flavor of the principles while developing the

specific tools we will need later. For a much more complete picture, the reader is

referred to [Kan09].
12These cannot be made into theorems without a formal criterion for notions such as “large car-

dinal” and “natural sentence” however.
13See [Kan09, p. 472].
14[Koea]
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The easiest large cardinal property to state is inaccessibility. Intuitively, in-

accessibles have strong closure properties, so strong that the axioms of ZFC cannot

escape them. Formally, if κ is inaccessible, then Vκ |= ZFC. Thus, ZFC+ “There

is an inaccessible cardinal” is of higher consistency strength than ZFC.

Definition 3.1. A cardinal κ is (strongly) inaccessible iff κ is regular and strong

limit, that is, for all γ < κ, 2γ < κ.

However, inaccessibles are in some sense “small.” The other large cardinal

notions we will consider all imply the existence of inaccessibles, sometimes to the

point of implying the existence of a proper class of them. Furthermore, we will see

that by Theorem 3.11, most large cardinals are incompatible with a potential new

axiom. Inaccessibles are not incompatible in this way.

To get stronger large cardinal hypotheses, we use a common pattern of for-

mulating hypotheses with elementary embeddings. Recall that an elementary em-

bedding is a truth-preserving map: We say j : M → N is elementary iff for all

formulas ϕ and all a0, ..., an ∈ M , M |= ϕ(~a) iff N |= ϕ(h(a0), ..., h(an)). (For

simplicity, all elementary embeddings we discuss will be assumed to not be the

identity.) We will be taking elementary embeddings from V to inner models (tran-

sitive proper class models with all the ordinals) M of V .15 In order to define large

cardinals, we need the notion of the critical point of an elementary embedding.

Definition 3.2. Let j : V →M be an elementary embedding. If κ is least such that

j(κ) > κ,16 we call κ the critical point of j, and we write κ = CRT(j).

With this definition in place, we can define the prototypical large cardinal:

the measurable cardinal.
15We can restrict the complexity of the formulas for which j is elementary so as not to violate

Tarski’s theorem by talking about true formulas in V .
16There must be such an ordinal for any non-identity elementary embedding: If x is of least rank

such that x ( j(x), then j(rank(x)) 6= rank(x).
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Definition 3.3. A cardinal κ is measurable iff there is an inner model M ⊆ V and

an elementary embedding j : V →M such that κ = CRT(j).

Measurable cardinals can be given a different formulation in terms of ultra-

filters.

Definition 3.4. Let X be a set. A set U ⊆ P (X) is called an ultrafilter on X

iff in the partial order (P (X),⊆), U is a filter, and for every Y ∈ P (X), either

Y ∈ U or X \ Y ∈ U . The sets in the ultrafilter are said to have measure 1,

and their complements have measure 0. An ultrafilter is called κ-complete iff it is

closed under < κ intersections. An ultrafilter is called nonprincipal iff it contains

no singletons.

Proposition 3.1. A cardinal κ is measurable iff there is a κ-complete nonprincipal

ultrafilter on κ.17

We shall consider a few stronger large cardinal properties. These are ob-

tained by varying properties of the elementary embeddings and demanding closure

conditions on M . Supercompactness will play a central role regarding the new ax-

iom we shall discuss in Section 4. Hyper-huge cardinals shall play a role in our

discussion of set-theoretic geology in Section 5.

Definition 3.5. A cardinal κ is supercompact iff for each λ > κ there is an inner

model M ⊆ V and an elementary embedding j : V → M such that κ = CRT(j),

j(κ) > λ, and M is closed under λ sequences, that is, λM ⊆M .

There is another formulation of supercompactness that uses ultrafilters.

Definition 3.6. An ultrafilter on a subset P ⊆ P (X) is called fine iff for all x ∈ X ,

we have {y ∈ P | x ∈ y} ∈ U . An ultrafilter is called normal iff for all functions

f , if f presses down on a measure 1 set, that is, {α | f(α) ∈ α} ∈ U , then f is

constant on a measure 1 set, that is, there is γ such that {α | f(α) = γ} ∈ U .
17See [Jec03] Chapter 17.
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Proposition 3.2. A cardinal κ is supercompact iff for all λ > κ, there is a κ-

complete normal fine ultrafilter on Pκ(λ).18

Definition 3.7. A cardinal κ is hyper-huge iff for each λ > κ there is an inner

model M ⊆ V and an elementary embedding j : V → M such that κ = CRT(j),

j(κ) > λ, and M is closed under j(λ) sequences, that is, j(λ)M ⊆M .

The following theorem summarizes the relative strength of the large cardinal

hypotheses we have defined.

Theorem 3.3. Every hyper-huge cardinal is supercompact, every supercompact

cardinal is measurable, and every measurable cardinal is strongly inaccessible. In

particular, if ZFC + “There is a hyper-huge cardinal” is consistent, so is ZFC +

“There is a supercompact cardinal,” etc. If κ is hyper-huge, then there is a proper

class of inaccessible cardinals.19

One of the most interesting purposes of large cardinal notions is to give new

axioms, in the form of asserting, for a large cardinal notion ϕ, “There is a cardinal

κ such that ϕ(κ).” Kurt Gödel once conjectured that large cardinal axioms alone

would suffice to solve the independence problem.[Göd90, p. 151] Large cardinals

indeed have been very fruitful. For example, they completely answer the many

questions of descriptive set theory that were found independent of ZFC, such as

whether the projective sets have regularity properties such as Lebesgue measurabil-

ity or the perfect set property.20

Furthermore, there are reasons for believing these axioms are true exten-

sions of ZFC. We will emphasize one thread: Their fruitful relationship with con-

sistency. That the large cardinal hierarchy explains the structure of the consistency

strength hierarchy in itself is evidence. We will argue that the connection runs
18See [Jec03] Chapter 20.
19[Kan09, p. 487]
20For more on the independence problem in descriptive set theory and the solution via large

cardinal and determinacy axioms, see [Koeb].
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deeper. For most theories T , the consistency of T is not generally strong evidence

for its truth because of the existence of other, incompatible theories with the same

consistency strength. However, because of the explanatory role of large cardinal

axioms regarding the structure of the consistency strength hierarchy, the only rea-

son to accept that a level of the consistency strength hierarchy is consistent is the

consistency of the corresponding large cardinal axiom. This is reinforced by the ne-

cessity of using large cardinals to show theories have the same consistency strength

in many cases. Thus, the only real candidate for truth in a level of consistency

strength is ZFC plus the corresponding large cardinal axiom.

So, to establish that a large cardinal axiom A is true, it suffices to estab-

lish that ZFC + A is consistent. Proving more sentences from ZFC + A, strictly

speaking, provides inductive evidence for every non-contradiction proved. How-

ever, this seems very weak, just as a large amount of numerical evidence for a

number-theoretic sentence is weak evidence for that sentence, for counterexamples

can (and often do) occur at very large numbers. Instead, one should develop the

intuitive picture that results from ZFC + A by proving deep and central results. If

there are tensions, then formally developing those tensions could lead to a proof of

contradiction. However, if the picture is coherent, this is reason to believe there is

no such proof. One example of a such development here would be Woodin cardi-

nals and the problems of descriptive set theory, which have been alluded to earlier.

Another example, often cited, is the inner model theory of some of large cardinals,

which studies inner models designed to accommodate the desired large cardinal hy-

pothesis.21 Such inner models have a striking coherence and order that makes inner

model theory particularly powerful for this task.

Henceforth, we will accept large cardinal axioms as true, at least the ones

we have stated and plan to work with. Large cardinal axioms thus resolve the in-

21See, for example, [Kan09, p. 264].
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dependence problem with respect to consistency strength, but what about forcing?

The answer, unfortunately, is negative: Forcing still works to show independence

results even in the presence of large cardinals, due a theorem of Lévy and Solovay.

Theorem 3.4 (The Lévy-Solovay Theorem). Suppose κ ∈ V is a cardinal, and

V [G] is a generic extension of V with partial order P such that |P| < κ. Then κ is

measurable in V iff κ is measurable in V [G].22

Proof. ( =⇒ ) Let j : V → M be an elementary embedding with critical point

κ. We may assume that P ∈ Vκ by taking an isomorphism if necessary. Thus,

j(P) = P. We lift j to an elementary embedding. The point is that elementarity

preserves being a P-name, so we can use the names to lift the embedding. Let

a ∈ V [G], and let ȧ ∈ Name be a name for a. We define j(a) := j(ȧ)G, that is, we

send a to its name, and then to a name in M , which we then interpret by j(G) = G.

Provided that this map is well-defined, it is an elementary embedding: We have

V [G] |= ϕ(x1, ..., xn) ⇐⇒ (∃p ∈ G)(p 
 ϕ(ẋ1, ..., ẋn))

⇐⇒ j(p) = p 
 ϕ(j(ẋ1), ..., j(ẋn))

⇐⇒ M [G] |= ϕ(j(x1), ..., j(xn)).

We check that the map is well-defined. If ȧ1 and ȧ2 are two names for a,

then there is a p ∈ G such that p 
 ȧ1 = ȧ2. Then, by elementarity, j(p) = p 


j(ȧ1) = j(ȧ2). So M [G] thinks that they are equal, so j(ȧ1)G = j(ȧ2)G as desired.

( ⇐= ) Let U be a κ-complete nonprincipal ultrafilter on κ in V [G]. We will show

that there is a κ-complete nonprincipal ultrafilter on κ in V . Let p be such that

p 
“U̇ is a κ̌-complete nonprincipal ultrafilter on κ̌”. We start with a claim:

Claim. There is a q ≤ p such that for every X ⊆ κ, either q 
 Ẋ ∈ U̇ or

22This theorem and the following corollary first appear in [LS67]. For the left-to-right direction
of the proof, we use the argument from [Jec03, p. 389].
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q 
 κ̌ \ Ẋ ∈ U̇ .

Proof of Claim. Suppose not toward contradiction. For each q ≤ p, let Cq be a set

such that q 6
 Ċq ∈ U̇ and q 6
 κ̌ \ Ċq ∈ U̇ . We use the Cq to determine equivalence

classes on κ, by defining

α ∼ β ⇐⇒ (∀q ≤ p)(α ∈ Cq ⇐⇒ β ∈ Cq).

There are at most 2|P| equivalence classes. Since κ is inaccessible (in particular,

strong limit) in V [G], κ is strong limit in V (being a subset is absolute, and there

can only be less subsets of any ordinal in V , so for any γ < κ, 2γ ≤ (2γ)V [G] < κ).

Thus, 2|P| < κ. Enumerate the equivalence classes as {Aξ | ξ < 2|P|}.

Since p 
“U̇ is a κ̌-complete nonprincipal ultrafilter on κ̌”, p cannot force

for all ξ < 2|P|, Aξ 6∈ U . Otherwise, the intersection of the κ\Aξ would be measure

1; but since theAξ are equivalence classes, they are disjoint, and so that intersection

is empty. Thus, let ξ and q ≤ p be such that q 
 Ǎξ ∈ U̇ . By construction, either

every element of Aξ is in Cq or is in κ\Cq; without loss of generality, let us assume

the latter, so that Aξ ∩ Cq = ∅. Then, q 
 Čq 6∈ U̇ , which is a contradiction.

With the claim in hand, we define our ultrafilter on κ in the ground model

as follows.

U ′ := {X ⊆ κ | q 
 X̌ ∈ U̇}.

The desired properties follow from the fact that q forces that U is a κ-complete

nonprincipal ultrafilter, so it must force that the names of the appropriate sets are in

the ultrafilter. It is in fact an ultrafilter by the claim.

Corollary 3.4.1. ZFC + “There is a measurable cardinal” 6` CH,¬CH.

Proof. Let κ be measurable. The forcing notion for ¬CH has size ω2 < κ and the

forcing notion to collapse 2ω to ω1 has size 2ω < κ. Thus, by Theorem 3.4, the
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relative consistency proofs for both work in the presence of measurable cardinals.

Remark. This theorem generalizes to other large cardinals, as those can be defined

with similar constructions using ultrafilters of some sort or elementary embeddings.

Thus, we turn now to a different source for new axioms: inner model theory.

3.2 Inner Model Theory

We will describe in this section the study of inner models. Recall that if N ⊆ M

are models of ZF or ZFC, we say N is an inner model of M iff N is transitive and

contains all the ordinals ofM ; we will be concerned in particular with inner models

of V . Intuitively, an inner model is a sub-universe of the full universe of sets. While

understanding V is difficult due to the independence problem, it turns out that some

inner models are much easier to understand. The ultimate hope would be to find a

well-understood inner model whose theory is correct, that is, the same as the theory

of the full universe. In virtue of understanding that inner model, we would be able

to give answers to independent questions, and in virtue of the correctness of the

theory of that inner model, these answers would be true. If M is such an inner

model, the resulting axiom is V = M , the assertion that M is not a proper inner

model; M gives the truth, and every set is in M .

In Section 3.2.1, we give some basic results about inner models that will

be useful throughout this thesis. We then turn to the Constructible Universe, the

prototypical inner model. After that discussion, we will turn to other inner models

in Sections 3.2.3 and 3.2.4.
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3.2.1 Basic Facts

We start with some basic results on inner models that will be useful later on. All

of these results can be found in [Jec03] Chapter 13. First, we give sufficient con-

ditions for a proper class to be an inner model, using what are known as the Gödel

operations.

Definition 3.8. The fundamental Gödel operations are the following ten functions:

G1(x, y) = {x, y}

G2(x, y) = x× y

G3(x, y) = {(u, v) | u ∈ x ∧ v ∈ y ∧ u ∈ v}

G4(x, y) = x \ y

G5(x, y) = x ∩ y

G6(x) =
⋃

x

G7(x) = dom(x) (if x is a relation)

G8(x) = {(u, v) | (v, u) ∈ x}

G9(x) = {(u, v, w) | (u,w, v) ∈ x}

G10(x) = {(u, v, w) | (v, w, u) ∈ x}

We say that a function G is a Gödel operation iff G is in the smallest class of

functions that contains the fundamental Gödel operations and is closed under com-

position.

Intuitively, the Gödel operations capture all the most basic ways of building

sets. This can be made precise by considering instances of ∆0-Separation (instances

of the Separation Axiom Schema where the formula is ∆0). Recall that ∆0 formu-

las are the simplest formulas in the language of set theory according to the Lévy

hierarchy. As it turns out, the Gödel operations completely capture the sets that can
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be obtained via ∆0-Separation:

Proposition 3.5. Let ϕ(v1, ..., vn) be a ∆0 formula. There is a Gödel operation G

such that for all x1, ..., xn,

G(x1, ..., xn) = {y1, ..., yn | y1 ∈ x1 ∧ ... ∧ yn ∈ xn ∧ ϕ(y1, ..., yn)}.

The proof is a straightforward but tedious induction on formula complexity,

and we will not go through it here. The reader is referred to [Jec03, p. 177] for

details. This proposition has the following useful corollary:

Corollary 3.5.1. If M is transitive and closed under the Gödel operations then M

satisfies all instances of ∆0-Separation.

Proof. Let ϕ be a ∆0 formula, and a ∈M . We need to show that {x ∈ a | ϕ(x)} ∈

M . By Proposition 3.5, there is a Gödel operation G such that G(a) = {x ∈

a | ϕ(x)}. Since M is closed under the Gödel operations, G(a) ∈ M , as desired.

Now we see how to identify inner models using the Gödel operations. Since

the Gödel operations capture the ways that we can define sets, one might expect that

closing a set under the Gödel operations would be enough to capture all the sets that

are needed to model ZFC. We need a little more in order to get everything:

Definition 3.9. Let M be a transitive class. M is almost universal iff for all subsets

x ⊆M , there is y ∈M such that x ⊆ y.

Proposition 3.6. Let M be a transitive class. M is an inner model of ZF iff M is

closed under the Gödel operations and is almost universal.

Proof. If M is an inner model, then, since the Gödel operations correspond to ∆0

formulas, they are absolute, and so M is closed under them. If x ⊆ M is a subset,
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then it has bounded rank; by the absoluteness of rank, x has bounded rank in M ,

and so x ⊆Mrank(x) ∈M .

Next, we check that these conditions suffice for M to be an inner model.

Since M is almost universal, M must be a proper class, otherwise there would have

to be a superset of M in M . Since M is a transitive proper class, it must contain all

of the ordinals, otherwise there would be a least ordinal α 6∈ M , and as a subclass

of Vα we would have that M is a set, contradicting the previous point. Thus, we

just need to check the ZF axioms.

Extensionality and Foundation are immediate from transitivity. Because M

is closed under the Gödel operations, Pairing and Union follow from applications

of G1(x, y) (taking x and y to their pair) and G6(x) (taking x to its union). The

empty set is in M by taking G4(x, x) (taking x to x \ x). To see Infinity, notice

that each natural number can be built in M , since we have the empty set, pairs, and

unions. Thus, by almost universality, there must be y ∈ M such that y ⊇ ω. With

Separation, one can extract ω, and thus there is an inductive set in M . For Power

Set, suppose x ∈M . Since P (x)∩M ⊆M , by almost universality there is y ∈M

containing P (x) ∩ M . Using Separation, one can extract PM(x) = P (x) ∩ M .

To see Replacement, let F be a class-sized function on M . Since F [M ] ⊆ M , by

almost universality there is y ⊇ F [M ] such that y ∈ M . With Separation, one can

then extract F [M ].

Thus, we just need to verify Separation. Let ϕ(v) be a formula with n

quantifiers. Let ϕ(v, u1, ..., un) be the (∆0) formula that results from replacing the

kth quantifier with a quantifier bounded to range over uk, for k < n. We will show

by induction on n that for all a ∈ M there exist y1, ..., yn ∈ M such that if x ∈ a,

then

ϕM(x) ⇐⇒ ϕ(x, y1, ..., yn).

Then, since M satisfies ∆0 Separation by Corollary 3.5.1, {x ∈ a | ϕM(x)} ∈M .
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If n = 0, then ϕ is the same as ϕ. Now suppose the result is true for n, and

let ψ(u, v) be a formula with n quantifiers. Without loss of generality, we consider

only the existential quantifier. Let ϕ be (∃v)ψ(u, v). By definition, ϕ is (∃v ∈

un+1)ψ(u, v, u1, ..., un). We have the first y1, ..., yn by the induction hypothesis.

We define yn+1 by capturing all the possible witnesses in M by a set in M . We do

this by using the Collection schema in V on the formula ψM(u, v), thinking of u as

the input and v as the output (implicitly we also add as a conjunct v ∈M to ensure

the witness actually comes from M ). We have ψM [a] ⊆ M and, for x ∈ a, there is

y ∈ M such that ψM(x, y) iff there is a witness in ψM [a]. By almost universality,

let yn+1 ⊇ ψM [a] be in M . It follows that for x ∈ a there is y ∈ M such that

ψM(x, y) iff there is a witness in yn+1. Thus, using the induction hypothesis,

((∃v)ψ(u, v))M ⇐⇒ (∃v ∈ yn+1)ψ(u, v, y1, ..., yn)

as desired.

We state another useful proposition for studying inner models. This proposi-

tion gives a criterion for two inner models to be equal. Using the Axiom of Choice,

we can code all sets by sets of ordinals, and so it suffices to check only sets of

ordinals.

Proposition 3.7. Suppose M and N are transitive models of ZFC. If every set of

ordinals in M is in N , then M ⊆ N ; thus, if M and N have the same sets of

ordinals, then M = N .

Proof. Since relations on ordinals can be coded by sets of ordinals (using a bijection

between κ × κ and κ for sufficiently large κ), every relation on ordinals in M is a

relation on ordinals in N . Now, let x ∈Mα ⊆M . It suffices to show that Mα ∈ N

by the transitivity of N . We code the membership relation restricted to Mα using a

relation on γ := |Mα|M . Let π : γ →Mα be a bijection in M . For α, β ∈ γ, we set
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α E β iff π(α) ∈ π(β). Since ∈ is well-founded and extensional, E is as well. We

have that E ∈ M , and since N has the same relations on ordinals, E ∈ N . Well-

foundedness can be expressed by a ∆0 formula (“There is an E minimal element”

quantifies only over γ), as can extensionality (“For all x, y, z ∈ γ. . . ”); thus, E is

well-founded and extensional in N . By Mostowski’s Collapsing Lemma, there is

T ∈ N such that (γ,E) ∼= (T,∈). By construction of E, (Mα,∈) ∼= (T,∈). By the

uniqueness of the Mostowski collapse, Mα = T ∈ N as desired.

3.2.2 The Constructible Universe

Let us turn to the prototypical inner model: Gödel’s Constructible Universe L. As a

first attempt at giving a new axiom using inner model theory, V = L seems to work

well; however, it is incompatible with large cardinals.

The definition of L is given in stages, similar to V . However, the power set

operation is replaced by a definable version; intuitively, this “thins out” the universe

by rejecting arbitrary sets at each level, only allowing the definable ones.

Definition 3.10. Suppose M is a transitive set. The definable power set of M ,

denoted Def(M), is the set of all subsets of M that are definable in the structure

(M,∈), that is, the set of all x ⊆ M such that, for some formula ϕ in the language

of set theory and parameters a1, ..., an ∈M ,

x = {y ∈M | (M,∈) |= ϕ(y, a1, ..., an)}.
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We define the Constructible Universe, denoted L, by recursion:

L0 = ∅

Lα+1 = Def(Lα)

Lλ =
⋃
α<λ

Lα (for λ a limit ordinal.)

L =
⋃
α∈On

Lα

Remark. Since L |= ZFC (Lemma 3.8), L must have a rank hierarchy, that is, sets

V L
α such that L |=“V L

α is the set of sets of rank less than α.” This is not the same as

the Constructible hierarchy above; for example, while Lω+1 is countable in L, V L
ω+1

is uncountable in L.

The following lemma lists some basic facts about L. Except for (5), the

proofs make use only of basic facts about transitivity, absoluteness, and the defi-

nition of L, and we will not prove them here. The reader is referred to [Kun80]

Chapter VI for details.

Lemma 3.8.

1. For all α, Lα is transitive, and so L is transitive.

2. For all β ≤ α, Lβ ⊆ Lα.

3. If α ∈ On, then α ∈ Lα+1.

4. L |= ZF.

5. The Well-Ordering Theorem (and so the Axiom of Choice) holds in L.

Proof. (5) We construct a well-ordering of each Lα by recursion on the ordinals;

since each Lα is transitive and every x ∈ L appears in some Lα, this is enough.

Suppose that we have a well-ordering of Lβ for all β < α; we will construct a
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well-ordering of Lα. Notice that there are countably many formulas in the language

of set theory, and so these are well-ordered by taking a bijection with ω. Now,

by definition of L, each element x of Lα is determined by the least β such that

x ∈ Lβ+1, the least formula (in the above well-ordering) that defines x in Lβ , and

the parameters a1, ..., an ∈ Lβ that are used in the definition; thus, we identify

each x ∈ Lα with a 3-tuple (β, ϕ, 〈a1, ..., an〉). Since the lexicographic ordering

is a well-ordering when each coordinate is, for all β < α the set of finite tuples

of elements of Lβ is well-ordered by the induction hypothesis. The lexicographic

ordering is then a well-ordering of the set of the 3-tuples associated to elements of

Lα, which gives us a well-ordering of Lα, as desired.

Remark. The preceding proof generalizes to any model in which every set is defin-

able using only parameters that can be well-ordered.

To further investigate L, it is useful to know that statements like V = L are

expressible in the language of set theory, and to know the Lévy complexity of the

statements involved. The next lemma follows directly from formalizing the notions

involved in the definition of L (definable power set, union, ordinal, function) in the

language of set theory; for full details, once again the reader is referred to [Kun80],

Chapter V.

Lemma 3.9. There is a Σ1 formula LVL(x, α) in the language of set theory that

expresses “α is an ordinal and x = Lα.” Let the Axiom of Constructibility, written

V = L, be the following sentence:

(∀y)(∃x)(∃α)(LVL(x, α) ∧ y ∈ x).

This is a Π2 sentence that expresses that every set is in the Constructible Universe

(that is, for every y, there is an α such that y ∈ Lα).

The main use of Lemma 3.9 is the following proposition, which gives the

32



invariance of L across transitive models, in particular forcing extensions. Thus,

when talking about L, our “vantage point” doesn’t matter; we are always talking

about the same class.

Proposition 3.10. L is absolute across transitive models of set theory: If N ⊆ M

is an inner model, then LN = LM . In particular, for every inner model M of V ,

LM = L.

Proof. By Lemma 3.9, for all α ∈ On, the formula that expresses “x = Lα” is

upwards-absolute. Since L =
⋃
α Lα, ifN andM disagree on L, then they disagree

on some Lα. But, by the previous, whatever set N thinks is Lα, M must also think

is Lα, so disagreement is impossible.

Corollary 3.10.1.

1. L is the least inner model.

2. If M [G] is a nontrivial generic extension of M , then M [G] 6|= V = L.

3. If V = L then V is minimal in the Generic Multiverse.

Proof. (1) LetN ⊆ V be an inner model. We need to show that L ⊆ N . Since each

Lα can be proven to exist from the ZF axioms alone by the above construction, for

all α ∈ On there is a set LNα such that N |= LVL(LNα , α); thus, there is a class

LN =
⋃
α L

N
α ⊆ N . By Proposition 3.10, LN = L.

(2) By Proposition 3.10, LM [G] = LM . But since M [G] is nontrivial, there is some-

thing in M [G] that is not in M , in particular not in LM [G]. Thus, M [G] 6|= V = L.

(3) This follows directly from (1).

This last corollary makes L very appealing from the perspective of solving

the independence problem. It tells us that the theory ZFC + V = L is immune

to forcing, in the following way. Suppose we want to show ϕ is independent of
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ZFC + V = L; to do so, we need to show that both ZFC + V = L and ZFC + V =

L + ¬ϕ are consistent. The usual way to show either of these is to start from an

arbitrary model M of ZFC + V = L, and then use forcing to construct M [G] such

that, say, M [G] |= ϕ. However, by Corollary 3.10.1, M [G] 6|= V = L, and so we

fail to get our consistency result and to show independence. Thus, by the discussion

in Section 2.2, adopting V = L is a major step toward solving the independence

problem. Combined with large cardinals, this solves the independence problem

completely.

However, it is widely believed that V = L is false. While we will return

to this topic in Section 4.3, we discuss a major reason here: Incompatibility with

large cardinals. V = L implies that all levels of the consistency strength hierarchy

after a relatively low level are inconsistent.23 Of the large cardinal notions we have

defined, the weakest that is incompatible with Constructibility is the measurable

cardinal, due to Dana Scott.

Theorem 3.11 (Scott’s Theorem). Suppose there is a measurable cardinal. Then

V 6= L.24

Proof. Suppose not toward contradiction. Let κ be the least measurable cardinal,

and let j : V → M be an elementary embedding with critical point κ. Since M is

an inner model and L is the least inner model,

L ⊆M ⊆ V = L.

Thus, j is a nontrivial elementary embedding from L to L. Since L |= “κ is the least

measurable cardinal,” by elementarity L |= “j(κ) is the least measurable cardinal.”

But κ < j(κ), a contradiction.

23This level is above inaccessibility, hence the earlier remark on the smallness of inaccessibles.
24[Kan09, p. 49]
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Because of Theorem 3.11, the evidence for strong large cardinal axioms is

now evidence for V 6= L, and so we reject Constructibility. This leaves us with no

progress since the beginning of this section; however, there is hope. Throughout

the rest of this chapter, we will consider other inner models, including generaliza-

tions of L, that potentially could capture the desired features of L while fixing its

shortcomings.

3.2.3 Other Inner Models

In this section, we will go over some other inner model theoretic constructions.

These constructions will be useful later. However, none of them will give a new

axiom capable of solving independence.

First, we consider ordinal definability. The Constructible Universe consisted

of sets that were definable in a very strict sense; considering ordinal definability

allows us to expand L while retaining this basic idea. However, there is a caveat:

we seek a transitive class, and we can’t guarantee that every element of an ordinal

definable set is ordinal definable. Thus, we restrict our attention to when this does

hold.

Definition 3.11. A set is ordinal definable iff there is a formula ϕ and ordinals

α1, ..., αn such that y ∈ x iff ϕ(y, α1, ..., αn).25 The class HOD is the class of

hereditarily ordinal definable sets, that is, the class of sets x such that for all y ∈

tc({x}), y is ordinal definable.

We check that HOD is an inner model.

Proposition 3.12. HOD is an inner model of ZFC.

Proof. By construction, HOD is transitive, and clearly contains all the ordinals.

Let G be a Gödel operation and a, b ∈ HOD. G, as the composition of functions
25There is a subtlety with this definition. It requires being able to say whether an arbitrary for-

mula is true, which is impossible by Tarski’s Theorem. However, by the Reflection Theorem, for
sufficiently large β we can say y ∈ x iff Vβ |= ϕ(y, α1, ..., αn) to avoid this issue.
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expressible by formulas, is expressible by a formula, and soG(a, b) is a set definable

with parameters that are in HOD. Combining with the definitions for a and b gives a

definition forG(a, b) from ordinal parameters. To see that HOD is almost universal,

since every subset of HOD is a subset of Vα∩HOD for some α, it suffices to check

that for all α, Vα ∩ HOD is hereditarily ordinal definable. We can define it by

a formula expressing “x has rank less than α and every element of the transitive

closure of {x} is ordinal definable.”

Notice that every element of HOD is determined by a formula and ordinal

paramters (and the level of the rank hierarchy at which we evaluate the formula).

By the remark after Lemma 3.8, we have that the Well-Ordering Theorem (and so

the Axiom of Choice) holds in HOD.

As we will see, V = HOD is not inconsistent with strong larger cardinal

axioms.26 However, it has a limitation that does V = L does not: HOD is not

forcing invariant. In fact, any set can be forced into HOD.27 Thus, the axiom

V = HOD does little work in solving the independence problem. We will see later

on, however, that a successful new axiom will make use of being contained in HOD.

We will need the following lemma about the HOD of a weakly homoge-

neous forcing extension (see Definition 2.7).

Lemma 3.13. Suppose P is a weakly homogeneous forcing notion, and G ⊆ P is

generic. Then HODV [G] ⊆ HOD.

Proof. It suffices by Proposition 3.7 to show that every set of ordinals in HODV [G]

is in HOD. Let S be such a set, defined by the formula ϕ(u, v1, ..., vn) with or-

dinal parameters β1, ..., βn. Now α ∈ S iff ϕ(α, β1, ..., βn), and by the Funda-

mental Theorem of Forcing, this is equivalent to there being a p ∈ G such that

26See Section 4.2.
27Doing this goes beyond the forcing machinery we have developed in this thesis. The sketch is

to code the set as a set of ordinals X ⊆ α, and to use Easton forcing to produce a model where, say,
2ℵβ+1 > ℵβ+2 iff β ∈ X . This gives a definition for X with only an ordinal parameter.
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p 
 ϕ(α̌, β̌1, ..., β̌n). By Lemma 2.6, this is equivalent to 1P 
 ϕ(α̌, β̌1, ..., β̌n). By

the definability of the forcing relation, this last statement is expressible by a formula

with only ordinal parameters; thus, S is ordinal definable. As the same argument

works for every subset of S, S ∈ HOD, as desired.

We turn next to generalizations of L. These generalizations allow us to

consider L, but expanded to include “missing” sets, such as those that witness large

cardinal properties. Consider the following method: Simply add a desired set to L.

Definition 3.12. Let A be a transitive set. We define L(A) as follows.

L0(A) = A

Lα+1(A) = Def(Lα(A))

Lλ(A) =
⋃
α<λ

Lα(A) (for λ a limit ordinal)

L(A) =
⋃
α∈On

Lα(A)

Using L(A), we can define extensions of arbitrary transitive models.

Definition 3.13. Suppose M is a transitive model of ZFC, and A a set. We de-

fine M(A), the smallest transitive model of ZFC that contains M and has A as a

member, by

M(A) =
⋃
α∈On

L(Mα ∪ tc({A})).

Checking that both of these constructions satisfy ZF is another straightfor-

ward use of the Gödel operations.

For our purposes, this method of generalization ofLwill not be of much use.

In some prominent cases, L(A) has a well-understood structure theory. However,

it is best understood as a proper inner model, in particular, a proper inner model in

which the Axiom of Choice fails. In the next section, we will turn to a more fruitful

method of generalizing L.
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3.2.4 Relative Constructibility

Recall that the problem with V = L is that a measurable cardinal refutes it. This

suggests that adjusting L to accommodate a measurable will fix the problem. We

do this considering the class of sets constructible relative to U , for a κ-complete

nonprincipal ultrafilter U witnessing the measurability of a cardinal κ. This ma-

terial is primarily motivational, and we will skip quickly through it. Our primary

point here is that L can be modified to accommodate large cardinals, and that such

modifications have been failures in the past.

Definition 3.14. Let A be a set. Suppose M is a transitive set. The definable power

set of M with respect to A, denoted DefA(M), is the set of all subsets of M that are

definable in the structure (M,∈, A∩M).28 That is, we have x ∈ DefA(M) iff there

is a formula ϕ and parameters a1, ..., an ∈M such that

x = {y ∈M | (M,∈, A ∩M) |= ϕ(y, a1, ..., an)}.

We define the class of sets constructible relative toA, denoted L[A], by recursion:A

L0[A] = ∅

Lα+1[A] = DefU(Lα[A])

Lλ[A] =
⋃
α<λ

Lα[A] (for λ a limit ordinal.)

L[A] =
⋃
α∈On

Lα[A]

Let κ be a measurable cardinal, and let U be a κ-complete nonprincipal ul-

trafilter on κ. We are particularly interested in L[U ]. The following lemma captures

the basic features of L[U ].

28The signature is that of the language of set theory with an additional unary predicate Ȧ whose
intended interpretation is A ∩M .
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Lemma 3.14.

1. L[U ] |= ZF

2. The Well-Ordering Theorem (and so the Axiom of Choice) holds in L[U ].

3. U ∩ L[U ] ∈ L[U ] (Amenability).

4. U∩L[U ] is a κ-complete nonprincipal ultrafilter on κ in L[U ], and so L[U ] |=

“κ is a measurable cardinal.”

5. L[U ] |= “κ is the only measurable cardinal.”29

L[U ] functions very similarly to L, and in fact has a rich structure theory,

which we will not go into.30 This structure theory is a major part of what justifies

belief in measurable cardinals, as discussed in Section 3.1. However, the key is

property (5): There is only one measurable cardinal in L[U ]. Thus, L[U ] implies

that the consistency strength hierarchy is inconsistent at levels whose strength is

at least that of “There are two measurable cardinals,” faring not much better than

L. This pattern continues through inner model theory. A break in this pattern

appears in the inner model theory for supercompact cardinals, which we discuss

next chapter.

3.3 Recap

In this chapter, we have explored some of the approaches to new axioms. We dis-

cussed the approach via large cardinal axioms, which is fruitful and well-justified

but not strong enough. We explored the potential of inner model theory, but saw

conflicts with large cardinal axioms. With compelling reasons to accept large cardi-

nals, we must take the inner model theoretic axioms to be failures. In Chapter 4, we

29See [Kan09, p. 261] for more details.
30The reader is referred to [Kan09] Chapter 4 for details.

39



will explore a potential new axiom that corrects the failures of inner model theory

up to this point.

4 Ultimate L

In this chapter, we will discuss a recent candidate for a new axiom, due to Hugh

Woodin.[Woo01] This new axiom candidate comes as a continuation to the ideas of

inner model theory that we discussed in Section 3.2. As we saw, the axiom V = L

solves the independence problem as it arises from forcing. Unfortunately, measur-

able cardinals show that V = L is false. While adjusting L to accommodate a

measurable cardinal does not work, a generalization of L could work: The gener-

alization of L to accommodate one supercompact cardinal. This generalization is

called Ultimate L. The corresponding axiom candidate is then V = Ultimate L.

The construction of an L-like inner model for a supercompact cardinal is

currently unknown, and so it is only conjecture that there is an inner model for

one supercompact cardinal. However, many properties of such an inner model have

been examined, and many constraints placed. Thus, it is already possible to discuss

the consequences of such an axiom, as well as the case for it.

In Section 4.1, we will give the relevant definitions to state the new ax-

iom. We discuss the central ideas of the theory in 4.2, in particular proving that

Ultimate L is minimal in the Generic Multiverse and that it is compatible with large

cardinals. In Section 4.3, we will discuss some further philosophical considerations,

in particular defending our approach to a new axiom by “fixing” L.

It should be noted there is a large theory surrounding Ultimate L, with many

separate but important threads. It would be impossible to cover them all here, even

devoting ourselves solely to that task. Rather, we will only develop the themes

that have run throughout this thesis, large cardinals to solve consistency strength
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issues and minimality in the Generic Multiverse to solve forcing. Furthermore, the

development of these themes here will not be complete. In some places we opt for

suboptimal results to avoid the burden of introducing at length new concepts, and

we black box some lemmas for the same reason. We hope that because of this the

reader is able to see and appreciate the larger picture that can otherwise easily be

lost.

4.1 The Axiom V = Ultimate L

In this section, we will state what is conjectured to be the axiom, and a fundamental

conjecture relating to it. We start by isolating a class of inner models with properties

we expect of an inner model that accommodates a supercompact cardinal. These

properties have analogues in L[U ].

Definition 4.1. Let N ⊆ V be an inner model and κ a cardinal. We say that N is a

weak extender model for κ supercompact iff for all γ > κ there exists a κ-complete

normal fine ultrafilter U ⊆ Pκ(γ) such that

1. Pκ(γ) ∩N ∈ U (Concentration)

2. U ∩N ∈ N (Amenability).

Concentration holds for L[U ] since the ambient space on which the ultra-

filters live is κ, and amenability holds for L[U ] by Lemma 3.14. Intuitively, such

models contain everything necessary to witness the supercompactness of κ: They

have the ultrafilters (though restricted to only the parts that are actually in N ) and

the ambient spaces (again properly restricted) are actually measure 1 in these ultra-

filters.

To obtain the axiom, we need to define a model that, like L[U ], generalizes

L, and is a weak extender model for a supercompact cardinal. We need a specific

structure theory like that of L and L[U ]; after all, if there is a supercompact cardinal

41



κ, then V is trivially a weak extender model for κ supercompact. However, the

construction of such an inner model is currently an open question.

While the definition of the model is unknown, there is a schema that is con-

jectured to be equivalent to the desired axiom. The schema is formulated using

methods from the theory surrounding AD+, a strengthening of the Axiom of Deter-

minacy, and its connections to HOD. To sufficiently develop the theory to properly

understand this formulation is far beyond the scope of this thesis, but we state the

schema here for interest.

Definition 4.2. The axiom V = Ultimate L consists of the following two clauses:

1. There is a proper class of Woodin cardinals.

2. For each true Σ2 sentence ϕ: There is a universally Baire set A ⊆ R such that

HODL(A,R) |= ϕ.31

Conjecture (The Ultimate L Conjecture). Suppose κ is an extendible cardinal.

Then there exists a (Σ2 definable) weak extender model N for κ supercompact such

that N ⊆ HOD and N |= V = Ultimate L.

4.2 Central Features of Ultimate L

We will investigate the basics of the theory around Ultimate L. While many there

are many threads of importance to the theory, we will focus on two main ideas to

give the reader a digestible introduction while matching the themes of the current

paper. First, we will establish that Ultimate L is minimal in the Generic Multiverse.

Second, we will show that it is compatible with all large cardinal axioms, inheriting

the large cardinals that exist in V .

We start by proving that Ultimate L is minimal in the Generic Multiverse,

31This is the version of the schema given in [Woo01, p. 111]
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just as L. To do this, we will need the following fact that follows from the interac-

tions between Ultimate L and AD+.

Lemma 4.1. Suppose V = Ultimate L. If V ⊆gd V [G], then V ⊆ HODV [G].32

Remark. This immediately implies that V = HOD, by taking a trivial forcing.

There is in fact a very close relationship between Ultimate L and HOD suggested

by this and the approach to Ultimate L via HODL(A,R) that we will not explore

further. See, for example, [WDR12] for details.

We now prove the desired result.

Theorem 4.2. Suppose V = Ultimate L. Then V is minimal in the Generic Multi-

verse. 33

Proof. We use a lemma that we will prove in Section 5.3 after having proven the

Downward Directed Grounds Hypothesis.

Lemma. Let {Wi | i ∈ I} be the collection of grounds of V . A model is in the

Generic Multiverse iff it is of the form Wi[G] for G ⊆ P ∈ Wi generic; that is, the

Generic Multiverse consists of the generic extensions of the grounds of V .

Fix an arbitrary ground Wi, and a generic G ⊆ P ∈ Wi such that Wi[G] =

V . We will show that V ⊆ Wi. Fix a cardinal γ > |P|. By Lemma 2.9, there is a

dense embedding f ∈ Wi from P×Coll(ω, γ) to Coll(ω, γ), and so by Lemma 2.8

forcing from V to collapse γ is the same as forcing from Wi with this product. Let

H ⊆ Coll(ω, γ) be generic. By the previous, we have

V [H] = Wi[G][H] = Wi[H].

It follows that

HODV [H] = HODWi[G][H] = HODWi[H].
32[Woo01, p. 117]
33[Woo01, p. 118]
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Since Coll(ω, γ) is weakly homogeneous, by Lemma 3.13, HODWi[H] ⊆ Wi. To

finish, by Lemma 4.1, V ⊆ HODV [H]. Thus, V ⊆ Wi, as desired.

This tells us that Ultimate L is immune to forcing, for no nontrivial forcing

extension can satisfy that it is minimal in the Generic Multiverse. Furthermore, we

get immunity to forcing strongly by making Ultimate L a privileged point in the

Generic Multiverse. Thus, a full solution to the independence problem would be

constituted by Ultimate L and large cardinal axioms.

In the previous chapter, at this point a tension between an axiom and large

cardinals would cause the picture to break down. However, here we have a new

phenomenon: Ultimate L is compatible with large cardinals. The theorem that al-

lows this is the Universality Theorem, which is our next goal. First, we need state

without proof the following structural lemma on weak extender models.

Lemma 4.3. Suppose N is a weak extender model for κ supercompact. Then for

each λ > δ and each a ∈ Vλ there exist κ < λ < κ and a ∈ Vλ and an elementary

embedding j : Vλ+1 → Vλ+1 such that

1. CRT(j) = κ, j(κ) = κ, and j(a) = a

2. j(Nλ) = Nλ, and

3. j � (Nλ) ∈ N .34

We can now prove the Universality Theorem. There is a more general form

of this theorem that makes use of extenders, objects that code sequences of ultrafil-

ters for larger cardinals. However, for our purposes, understanding this version is

enough.

34[Woo01, p. 9]
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Theorem 4.4 (The Universality Theorem). Suppose N is a weak extender model

for κ supercompact and γ > κ is a cardinal in N . Suppose that j : HN(γ+) →

HN(j(γ+)) is an elementary embedding with κ ≤ CRT(j). Then j ∈ N .35

Proof. Let λ > j(γ) be strong limit. We use Lemma 4.3 with a = j. Thus, there

exist κ < λ < κ; j ∈ Vλ such that for some γ, j is an elementary embedding from

HN(γ+) to HN(j(γ)+); and an elementary embedding i : Vλ+1 → Vλ+1 such that

1. CRT(i) = κ, i(κ) = κ, i(j) = j, and i(γ) = γ;

2. i(Nλ) = Nλ; and

3. i � (Nλ) ∈ N .

Since i(j) = j and i � (Nλ) ∈ N , it suffices to show that j ∈ N . We show

that the relation (x, y) ∈ j is definable inN . Fix x ∈ HN(γ+) and y ∈ HN(j(γ)+).

We have, by elementarity of i,

(x, y) ∈ j ⇐⇒ (i(x), i(y)) ∈ i(j)

⇐⇒ (i(x), i(y)) ∈ j.

Thus, it suffices to compute j(i(x)) in N . Since x ∈ HN(γ+), we only need to

consider i∗ := i � HN(γ+) ∈ N . By elementarity of j,

j(i∗(x)) = j(i∗)(j(x)).

Notice that

HN(γ+) ⊆ Vγ+ ⊆ Nλ.

Since λ < κ, j is the identity on HN(γ+), so j(x) = x. We are now done, since

j(i∗) is a function in N , so N can compute j(i∗)(x), as desired.
35[Woo01, p. 11]
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Since N absorbs elementary embeddings, and large cardinals are defined in

terms of elementary embeddings, N inherits large cardinals:

Corollary 4.4.1. Let N ⊆ V be a weak extender model for κ supercompact. If

γ ≥ κ is measurable, then (γ is measurable)N .

Proof. Let γ be measurable, and let j : V → M be an elementary embedding

with critical point γ. We consider j locally: Fix λ > γ, so that j is an elementary

embedding from Vλ+1 to V M
j(λ)+1. By restricting the domain, j is an elementary

embedding from Nλ+1 to Nj(λ)+1 ∩M . Since Nλ+1 and HN(|Nλ|+) are mutually

interpretable, j can be encoded as an elementary embedding ĵ from HN(|Nλ|+) to

HN(j(|Nλ|)+). By Theorem 4.4, ĵ ∈ N , and by undoing the coding, j ∈ N . Thus,

γ is the critical point of a nontrivial elementary embedding in N , as desired.

This theorem tells us that Ultimate L succeeds where other inner models

fail: Ultimate L is compatible with large cardinals. In fact, we have something

stronger: Ultimate L inherits the large cardinals that exist in V . This agreement

suggests that Ultimate L is close to V , giving evidence for V = Ultimate L.

One might point to another tension between Ultimate L and large cardinals.

Recall that part of the reason for believing in measurable cardinals is the analysis

of the inner model L[U ], the minimal model that contains a measurable cardinal.

If Ultimate L does exist, then it is such an inner model for every large cardinal hy-

pothesis stronger than the existence of one supercompact cardinal, assuming those

large cardinal hypotheses actually obtain. But then, Ultimate L is agnostic toward

stronger large cardinal hypotheses: It exists regardless, and is an inner model for

them if they obtain, but is not an inner model for them if they do not obtain. Thus,

the inner model theory for large cardinal hypotheses stronger than the existence of

one supercompact cardinal has no bearing on their truth.

The counter to this is that it is not inner model theory in itself that provides
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evidence for the consistency and existence of a measurable cardinal. It is struc-

ture theory, the building of a coherent picture out of the theory ZFC + A for a

large cardinal axiom A, that gives us reason to accept ZFC + A. That Ultimate L

trivializes inner model theory above supercompact cardinals just leads us to seek

different consequences of large cardinal axioms to justify these axioms. Thus, we

have resolved the apparent tension between Ultimate L and large cardinals, and the

combination of the two stand as a solution to the independence problem.

4.3 Further Philosophical Considerations

We have seen that Ultimate L is a very desirable inner model. The potential of hav-

ing forcing invariance via minimality in the Generic Multiverse alongside all the

large cardinals (that actually exist) makes the axiom V = Ultimate L very appeal-

ing. However, we still need to consider whether Ultimate L is in fact true. There

are many arguments in the literature already for the truth of the potential axiom.36

We will add to this case in Chapter 5, by discussing a convergent phenomenon in

set-theoretic geology. In the present section, we will resolve a potential counterar-

gument against the Ultimate L project.

The motivation for Ultimate L is that L is nice, just incompatible with large

cardinals. Ultimate L is tailor-made to resolve this. However, if the main problem

with L is not large cardinals, if there are other, more serious issues with the axiom

V = L, then one may worry that Ultimate L does nothing to address these issues.

Moreover, one may worry that its similarity with L might actually lead it to fall to

the same problems. We will discuss two views on the problems of Constructibility

besides large cardinals that prima facie also count against Ultimate L, and argue

that neither actually poses a threat.

The first view we will discuss regards definability. Recall that if V =

36See [WDR12] and [Woo01].
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Ultimate L then V = HOD by Lemma 4.1. In other words, every set in Ultimate L

is definable from ordinals, similar to how every set in L is definable from the lower

stages of L. Many see this implication of Constructibility as the main reason to

reject it, such as Yiannis Moschovakis:

The key argument against accepting V = L... is that the Axiom of

Constructibility appears to restrict unduly the notion of arbitrary set

of integers; there is no a priori reason why every subset of ω should

be definable from ordinal parameters, mush [sic] less by an elementary

definition over some countable Lξ. [Mos09, p. 472]

Notice that Moschovakis dismisses the possibility of ordinal definability for

the same reason as Constructibility. Thus, Moschovakis must reject V = Ultimate L

on these grounds, and if his argument is correct, the case for the axiom candidate is

indeed in trouble.

Let us better understand the ground of this the argument. There is a hint

of a restrictiveness argument that we will address later. However, the main line of

thought here seems to be that there is “a priori” reason against the definability of all

sets of natural numbers. Moschovakis later writes that V = L is unlike determinacy

in that there is a “direct intuition” against it.[Mos09, p. 472] Thus, Moschovakis’

argument is grounded in some prior belief that “All sets are definable” is false, or at

least implausible.

However, such a belief should be overturned in the face of mathematical

evidence. There are many mathematical statements that seem implausible, but must

be accepted due to mathematical evidence, such as the Banach-Tarski paradox, or

the many notorious counterexamples in analysis and topology. One could counter

that there is a distinction; in those cases, the unintuitive results are theorems of

theories that we accept. However, the distinction then seems to be that the math-

ematical evidence entails the unintuitive result, whereas in the case of interest one
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can consistently believe the facts cited as evidence and the intuition (one can accept

that the facts cited in favor of V = Ultimate L are theorems of whichever theory,

we can in fact accept that theory and so accept that those theorems are true, while

denying that V = Ultimate L). However, to adopt such a position would be to

deny that these facts are compelling evidence. We rest our case on the prima facie

reasonableness of accepting such facts as evidence.

One might counter that Moschovakis’ argument does not come from pure

intuitions, but rather from intuitions grounded in other mathematical facts, namely

the success of large cardinals in the face of Constructibility. However, since ordinal

definability is not in conflict with these facts, his full statement is not licensed by

them.

Let us turn to another form of argument against Constructibility. This ar-

gument is hinted at in the Moschovakis quotation above. It is the idea that V = L

is restrictive, and we should be maximizing our theory of sets. We will discuss

Penelope Maddy’s work as representative of this view.

For Maddy, large cardinals are not the reason to reject Constructibility.

Rather, she seeks evidence for large cardinals, and finds it partially in the fact that

they recover the true statement V 6= L. We can’t have it both ways, however, on

pain of circularity.[Mad97, p. 110] Thus, she seeks an argument that will not rely

on large cardinals in order to argue against Constructibility.

We summarize the argument against Constructibility that Maddy does en-

dorse, as she discusses in [Mad97, p. 210]. One of set theory’s roles is foundational.

As a foundational discipline, set theory needs to be able to interpret other domains

of mathematics. Mathematicians should be allowed to study whatever objects they

so choose; therefore, a major goal for a foundation of mathematics should be to

maximize the possible objects of study. But, as L is the minimal inner model, there
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will be sets that cannot be in L.37 Thus, one should reject Constructibility.

We will present two responses. First, we shall argue that V 6= L is not

to be taken as evidence for large cardinal axioms, as Maddy suggests, vindicating

our approach of justifying V 6= L via large cardinals and the subsequent move

to Ultimate L as a solution. Second, we argue that the argument that Maddy uses

against V = L is not a problem for V = Ultimate L, to allay any lingering fears.

We claim that V 6= L is not strong evidence for large cardinals axioms.

First, we note that since a measurable suffices to recover V 6= L, it is unclear why

this would be evidence for the stronger large cardinal axioms. This seems to be an

extrapolation beyond what is warranted. Thus, the recovery of V 6= L could at best

justify an extension of ZFC of strength close to a measurable. Second, implicit in

this argument is the evidence we have already discussed for measurable cardinals.38

For Maddy points out that her argument carries no weight if one does not believe

that the existence of a measurable cardinal is consistent with ZFC, and the other

pieces of evidence we have discussed are what support this.[Mad97, p. 216] But,

in the discussion of Section 3.1, this evidence was taken as sufficient to establish

the existence of measurable cardinals. Thus, the recovery of V 6= L plays no real

role in the justification of even measurable cardinals, and so it plays no role in the

justification of any large cardinals, solving Maddy’s circularity worry.

Next, we claim that a methodological preference for maximizing theories

does not refute V = Ultimate L. In order to argue this, we need to clarify what

is meant by “maximize.” To Maddy, maximization means maximizing the avail-

able isomorphism types, which maximizes the number of possible structures that

are captured and made available for mathematical study.[Mad97, p. 211] The iso-

morphism type that L misses is essentially a code for an elementary embedding;

37For example, a set coding an elementary embedding from L to L, as in the proof of Theorem
3.11, cannot be in L.

38Maddy actually discusses the weaker but closely related assumption that 0# exists.
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however, by Theorem 4.4, Ultimate L cannot be missing such an elementary em-

bedding.39 This suggests that Ultimate Lwill maximize in this direction. One might

attempt to revise the sense of maximization here. John Steel proposes another plau-

sible way of understanding maximization.[Ste14, p. 154] Shifting emphasis away

from the objects that mathematicians deal with to the theories from which they

prove results, we see that one should attempt to maximize the interpretative power

of a foundation, in order to be able to interpret any mathematical theory in the

foundation. However, every natural theory can be interpreted by some large cardi-

nal axiom, and so V = Ultimate L does not fail here. Either way, maximization

does not pose a problem for V = Ultimate L.

To summarize, we have defended the Ultimate L project against worries

that the whole story as we’ve told it is incorrect, and that the issue is not general-

izing L to be compatible with large cardinals. The story holds, and large cardinals

must be the reason for V 6= L, not the other way around. The argument from

anti-definability is at best too weak to refute V = Ultimate L, and the argument

from maximization does not pose a threat to V = Ultimate L, for the axiom is

maximizing.

4.4 Recap

We have described a potential new axiom that can solve the independence problem,

V = Ultimate L. If the Ultimate L conjecture and other related conjectures turn

out to be true, then V = Ultimate L will give us immunity to forcing and compat-

ibility with the large cardinals that grant immunity to consistency strength issues.

That Ultimate L absorbs large cardinals present in V is already suggestive of the

truth of V = Ultimate L. More reasons are given across the literature, such as in

39The analogy between L and Ultimate L runs a lot deeper, and involves the closeness of HOD
to V . The reader is referred to [WDR12] and [Woo01] for more details.
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[Woo01]. We will discuss a new piece of evidence in the next chapter that arises

from considerations in set-theoretic geology.

5 Set-theoretic Geology

In this chapter, we will discuss new developments in set-theoretic geology that point

toward V = Ultimate L. Recent results in this field indicate that, assuming suffi-

cient large cardinals, there is an important inner model that inherits large cardi-

nals, and furthermore is a privileged point in the Generic Multiverse. These results

are consequences of a theorem called the (Strong) Downward Directed Grounds

Hypothesis (DDG). In this chapter, we will prove this theorem and discuss these

results.

5.1 Preliminaries

We will be concerned in this chapter with set-theoretic geology. Recall that forcing

is naturally a method for producing outer models. Set-theoretic geology takes the

opposite perspective: Starting in V , what can we say about its grounds? Another

way to put this is that geology is the study of the lower part of the Generic Multi-

verse. Recall that a minimal element of the Generic Multiverse could play a special

role regarding arguments about set-theoretic truth (Section 2.2.3). A natural ques-

tion for geology is then whether the Generic Multiverse has a minimal element, and

whether it is unique. One may also ask whether V is that minimal element, that is,

whether V has proper grounds.

One will note that we are quantifying freely over proper classes (“Does there

exist a proper class model that is a proper subclass of V and V is a forcing extension

of it?”). One may worry about whether this is formalizable. Even if one takes the

countable transitive models approach, we would like to be able to work from within
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a model. Due to the following theorem, this is possible.

Theorem 5.1 (Ground Model Definability Theorem). There is a formula ϕ(x, y) in

the language of set theory such that if W ⊆gd V then there exists a ∈ W such that

W = {x | ϕ(x, a)}.40

Corollary 5.1.1. There is a formula ψ(x, y) in the language of set theory such that

1. Every a (in V ) defines a class Wa := {x | ψ(x, a)}, and a ∈ Wa.

2. For all a, Wa ⊆gd V .

3. If U ⊆ V , then U ⊆gd V iff there is an a such that U = Wa.

4. From ψ one can define a formula F (x, y, z) such that F (a,G,P) iff P ∈ Wa

is a partial order, G ⊆ P is generic, and Wa[G] = V .

From these formulas we can define all concepts of interest. Thus, we will

continue to liberally use talk of proper class inner models.

While we will not go through the proof or calculation, there is one fact we

will need from it. The parameter used in Theorem 5.1 is V W
θ , for sufficiently large

θ (in particular, P ∈ V W
θ ). This can be improved to PW (δ) for any sufficiently

large cardinal δ; it is sufficient for δ ≥ γ+ where the ground model satisfies the

γ-global covering property for V .41 Since this definition fully determines W , we

get the following:

Corollary 5.1.2. Suppose M,N ⊆gd V . If M and N satisfy the γ-global covering

property for V and PM(γ+) = PN(γ+), then M = N .42

When studying the grounds of V and looking for what lies beneath all of

them, it is natural to consider their intersection:
40This theorem and the corollary appear in [FHR14, pp. 2,5].
41In fact, the parameter can be improved even more with further assumptions. See [FHR14, p. 3].
42This formulation combines [FHR14, p. 3] and [Ham16, p. 30].
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Definition 5.1. The mantle, denoted M, is the intersection of all the grounds of V .

The mantle, as it will turn out, will be the inner model mentioned in the

introduction to this chapter. To prove this, we will need the DDG, and so that is

what we turn to next.

5.2 The Downward Directed Grounds Hypothesis

In this section, our goal will be to prove a recent theorem of Toshimichi Usuba

[Usu16]:

Theorem 5.2 (Strong Downard Directed Grounds Hypothesis). Let I be a set. Let

{Wi | i ∈ I} be a set-sized collection of grounds of V . There is a common ground

beneath all of the Wi; that is, there is a W such that for all i, W ⊆gd Wi.

This theorem, the DDG, is the major tool needed to obtain the main results

of this chapter. The key to this theorem is a theorem due to Lev Bukovský that

allows one to characterize when a model is a ground of another without reference

to a specific partial order. We will prove Bukovský’s Theorem in Section 5.2.1. We

then turn to the main argument for the DDG in Section 5.2.2.

5.2.1 Bukovský’s Theorem

Bukovský’s Theorem is remarkable in that it gives a necessary and sufficient con-

dition for being a ground without reference to a specific partial order: The κ-global

covering property (See Definition 2.6). This allows us to deal with grounds in great

generality, making it possible to prove that N ⊆ M is a ground while prima facie

not having enough information to determine a partial order in N that actually gets

all and only the sets in M .

As a demonstration of the use of the κ-global covering property, we prove

the following lemma on clubs in inner models.
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Lemma 5.3. Suppose N ⊆M is an inner model, and κ is such that N satisfies the

κ-global covering property for M . Let C ⊆ κ be club. There is a club D ∈ N such

that D ⊆ C.

Proof. Let f ∈ M take an ordinal α to the least β > α such that β ∈ C. By the

κ-global covering property, let Gf approximate f in N . Let G : κ → κ take α

to supGf (α), and for n < ω let Gn(α) be the result of applying G to α n times.

Finally, we defineG∞(α) to be supn<ω{Gn(α) | n < ω}. We claim that the closure

of imG∞ is club and contained in C. First we check that imG∞ is unbounded in

κ. Let α < κ. We claim that G∞(α) > α. Since f(α) ∈ Gf (α), we have

α < f(α) ≤ supGf (α) = G(α) ≤ G∞(α).

Next, we check that imG∞ ⊆ C. This is enough, since C will then contain

any limit points of imG∞ as C is closed. Let α < κ; we show that G∞(α) ∈ C.

We show this by showing that G∞(α) is a limit of elements of C, using f . Since

f(β) > β for any β < κ, we have, for any n < ω, f(Gn(α)) > Gn(α). Thus,

sup
n<ω
{Gn(α) | n < ω} ≤ sup

n<ω
{f(Gn(α)) | n < ω}.

Furthermore, by the above argument, for any n < ω we have f(Gn(α)) < Gn+1(α).

Thus,

sup
n<ω
{Gn(α) | n < ω} ≥ sup

n<ω
{f(Gn(α)) | n < ω},

so

G∞(α) = sup
n<ω
{f(Gn(α)) | n < ω} ∈ C

as desired.

If κ is regular, we can strengthen the κ-global covering property slightly by
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allowing the approximation to be a superset of the function output:

Lemma 5.4. Suppose κ is regular. Let N satisfy the κ-global covering property for

M . Then for every ordinal α and every function f ∈ M with domain α such that

for all β < α, |f(β)| < κ, there is a function Gf such that

1. Gf ∈ N ,

2. for all β < α, f(β) ⊆ Gf (β), and

3. for all β < α, |Gf (β)| < κ.

Proof. By taking bijections, we may assume that im(f) consists of sets of ordinals.

For each β, we cover each element of f(β) by an approximation of size less than

κ, and use the regularity of κ and the smallness of all sets involved to keep the size

of the union less than κ. For each β, enumerate f(β) as {γβξ | ξ < κβ}, where

κβ < κ. Since f(β) might have a different size for each β, the enumerations have

different lengths κβ . However, since there are α < κ many f(β) to enumerate, and

κ is regular, we can let κ = supβ κβ < κ, and enumerate (possibly with repetition)

everything using κ. Let λ > sup
⋃
β<α f(β) be sufficiently large so as to contain all

the ordinals involved.43 Now, let hξ : α → λ be defined by hξ(β) = γβξ , that is, hξ

takes each β to the ξth element of f(β). For each ξ, choose a witness to κ-global

covering; that is, let gξ ∈ N be such that hξ(β) ∈ gξ(β) and |gξ(β)| < κ. Now

define Gf (β) :=
⋃
ξ<κ gξ(β). Since κ is regular, |Gf (β)| < κ as desired.

The following lemma connects the κ-global covering property to κ-c.c.

forcing:

Lemma 5.5. Suppose N ⊆ M is an inner model, and suppose N satisfies the κ-

global covering property for M . Let A ∈ M be a set of ordinals. Then there is a

κ-c.c. Boolean algebra B and G ⊆ B \ {0BT } generic such that N(A) = N [G].44

43The only reason to assume that im(f) consists of sets of ordinals and then to consider λ is to
ensure that the codomain of f is a member of N .

44The proof we give here is based on the one given in [FFS16, p. 6].
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Proof. We need to produce a Boolean algebra, given nothing except a set of or-

dinals A. While no Boolean algebra directly related to A sticks out, perhaps a

well-known Boolean algebra can be adapted for this task. Consider the Boolean

algebra of sentences in a first-order language. One can implement A by adding a

unary predicate Ȧ to the language whose intended interpretation is A. However,

the lack of infinite conjunctions and disjunctions can make models more difficult to

control. To remedy this, we will consider an infinitary logic, and attempt the same

scheme.

Definition 5.2. Let γ be a cardinal. The logic Lγ,ω has the usual formation rules

for classical first-order logic, except for the following: If γ < γ and {ϕα | α < γ}

are formulas, then so are the disjunction
∨
α<γ ϕα and the conjunction

∧
α<γ ϕα.45

Fix a regular λ ∈ N such that κ < λ and A ⊆ λ. Working in N , we will de-

fine a theory in Lλ+,ω that will induce an appropriate Boolean algebra; the intended

model of this theory will have universe λ, and interpret the unary predicate with A.

With this in mind, we will work with the following signature. Let “Ȧ” be a unary

predicate (the intended interpretation being A). Let “<̇” be a binary predicate (the

intended interpretation being ∈). Finally, let {cα | α < λ} be the set of constant

symbols (the intended interpretation being the ordinals less than λ). The cardinal-

ity of the signature is λ, so by embedding it into λ we can “code” the symbols by

ordinals less than λ. Let Sent be the set of sentences in this signature in N ; that

is, Sent is a set of sequences in N of length at most λ of ordinals coding symbols,

which satisfy the rules of formation encoded appropriately. A theory in this signa-

ture is a set of sentences, that is, subset of Sent in N . We define structures and the

satisfaction relation in the usual way, naturally insisting that infinitary conjunctions

be true when all conjuncts are true, and infinitary disjunctions be true when at least

45For the curious, the second parameter in the logic, the ω, bounds the number of quantifiers
allowed in a formula. We will not need infinitely many quantifiers, so this will be kept at ω.
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one disjunct is true.

We want to actually talk about λ (up to isomorphism), not some nonstan-

dard model, so we need to restrict the theories we look at to ones that can only be

interpreted correctly. Let Good be the set of theories that contain the following

sentences:

1. (∀x)
(∨

α<λ x = cα
)

(The only elements of the model are the ordinals less than λ.)

2. (∀x)(∀y)
(
x <̇ y ≡

∨
α<β<λ(x = cα ∧ y = cβ)

)
(“<̇” is interpreted by ∈.)

Given a theory T ∈ Good, we define an equivalence relation on Sent by

setting ϕ ∼T ψ iff T |= ϕ ≡ ψ, that is, we set two sentences to be equivalent if T

thinks they’re equivalent. Let BT := Sent/ ∼T . (For convenience, we will continue

to write the elements of BT as single sentences instead of equivalence classes.) In

moving to BT we identify sentences that are provably equivalent. BT is a Boolean

algebra in the natural way, with ∨ for join, ∧ for meet, ¬ for complement, → for

the ordering (taking the quotient by ∼T guarantees antisymmetry), (∀x)(x = x)

for 1BT , and (∃x)(x 6= x) for 0BT . Furthermore, because we work in Lλ+,ω, BT is

λ-complete.

If there is a T ∈ Good such that the following hold, then we’re done:

1. 〈λ,A,∈〉 |= T

2. BT is κ-c.c.

To see this, let T satisfy (1) and (2). Let G := {ϕ ∈ BT \ {0BT } | 〈λ,A,∈

〉 |= ϕ}. We claim that G is a generic filter. Clearly 1BT ∈ G. If ϕ, ψ ∈ G, then

ϕ∧ψ is as well, by how satisfaction is defined for conjunction. Suppose ϕ ∈ G and

ϕ ≤ ψ, that is, T |= ϕ → ψ. Since 〈λ,A,∈〉 |= T , we have 〈λ,A,∈〉 |= ϕ → ψ.

Thus, ψ ∈ G. Finally, suppose that Q is a maximal antichain; it suffices to show

that G ∩ Q 6= ∅. Since BT is κ-c.c., |Q| < κ. Thus,
∨
ϕ∈Q ϕ ∈ BT . We claim
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that T |=
∨
ϕ∈Q ϕ. Otherwise, this sentence’s negation would be incompatible with

every element of Q, contrary to the maximality of Q. It follows that 〈λ,A,∈〉 |=∨
ϕ∈Q ϕ, so 〈λ,A,∈〉 |= ϕ for some ϕ ∈ Q, and so ϕ ∈ G ∩Q as desired.

Next we claim that N [G] = N(A). A can be defined from G by the sen-

tences in G of the form “Ȧ(cα)”, so A ∈ N [G] and N(A) ⊆ N [G]. Furthermore,

G can be defined from A, as the above can be carried out completely in N except

for reference to the model 〈λ,A,∈〉, which just needs A. Thus, G ∈ N(A), so

N [G] ⊆ N(A), and we’re done.

To finish, we prove the existence of a suitable T . Let F : Good → Sent in

M be such that if 〈λ,A,∈〉 |=
∨
ϕ∈T ϕ then 〈λ,A,∈〉 |= F (T ). Let, by the κ-global

covering property, GF ∈ N approximate F . For a theory T we define

ϕT ≡df

(∨
ϕ∈T

ϕ

)
→

 ∨
ϕ∈GF (T )

ϕ

 .

Let T∞ := {ϕT | T ∈ Good}. We claim that T∞ satisfies both (1) and (2).

By construction of F , if the antecedent of any ϕT is true in 〈λ,A,∈〉, then so is the

consequent. Now, suppose Γ is an antichain in BT∞; by picking representatives for

each element of Γ, we can treat Γ as a theory. We show that GF (Γ) = Γ, so that the

κ-c.c. follows by the cardinality bound on GF (Γ). Suppose for contradiction that

ψ ∈ Γ \ GF (Γ). Then, T∞ |= ψ →
∨
ϕ∈Γ ϕ, so T∞ |= ψ →

∨
ϕ∈GF (Γ) ϕ. Then,

ψ is less than some ϕ ∈ GF (Γ) ⊆ Γ (“ψ → ϕ” has to be true for some ϕ for the

disjunction to be true); since Γ is an antichain, ψ = ϕ ∈ GF (Γ), a contradiction.

Thus Γ = GF (Γ), as desired.

We come now to the theorem. Notice that for any partial order P, there is

a κ such that P is κ-c.c., namely |P|+; thus, this theorem gives a necessary and

sufficient condition to be a ground simpliciter.
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Theorem 5.6 (Bukovský). Let N ⊆ M be an inner model. The following are

equivalent:

1. N satisfies the κ-global covering property for M .

2. There is a κ-c.c partial order P ∈ N and a generic G ⊆ P such that M =

N [G]; in particular, N ⊆gd M .46

Proof. (2) =⇒ (1): Let f : X → Y be a function in M , and let ḟ ∈ Name be a

P-name such that ḟG = f . By the Fundamental Theorem of Forcing, let p ∈ G be

such that p 
 “ḟ is a function from X̌ to Y̌ ”. For x ∈ X let gf (x) be the set of

“possible values” of f(x), that is, the set {y ∈ Y | (∃q ≤ p)(q 
 ḟ(x̌) = y̌)}. To

see that |gf (x)| < κ, pick for each y ∈ gf (x) a condition q such that q 
 ḟ(x̌) = y̌.

The resulting set of conditions C forms an antichain, so |C| < κ by the κ-c.c.

(1) =⇒ (2): We will show thatN ⊆gd N(PM(κ)), then show thatM = N(PM(κ)).

For the first part, take any bijection from PM(κ) to a set of ordinalsA.47 By Lemma

5.5, N(A) will be a κ-c.c. generic extension of N , and by undoing the coding,

P (κ) ∈ N(A) (conversely, A ∈ N(PM(κ))).

Now, suppose for contradiction thatM 6= N(PM(κ)). Then, sinceN(PM(κ)) ⊆

M , by Proposition 3.7 there is a set of ordinals x such that x ∈ M and x 6∈

N(PM(κ)). Add x in, that is, consider N(PM(κ))(x). Since any function in

N(PM(κ))(x) is in M , and N satisfies the κ-global covering property for M ,

there is an approximation of every function in N(PM(κ))(x) by a function in

N ⊆ N(PM(κ)), that is, N(PM(κ)) satisfies the κ-global covering property for

N(PM(κ))(x). Thus, by Lemma 5.5, N(PM(κ))(x) is a κ-c.c. generic extension

ofN(PM(κ)). But then, by Lemma 2.5, there is y ⊆ κ such that y ∈ N(PM(κ))(x)

and y 6∈ N(PM(κ)). But N(PM(κ)) contains all subsets of κ, so this is a contra-

diction.
46The proof of (2) =⇒ (1) appears in [Kun80, p. 206]. The other direction first appears in

[Buk73, p. 43].
47The bijection should be definable from the set of ordinals; any bijection in L[A] will work.
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We get the following useful corollary on intermediate generic extensions.

Corollary 5.6.1. Suppose N ⊆ N ′ ⊆ M and N ⊆gd M . Then N ⊆gd N ′ and

N ′ ⊆gd M . Furthermore, let κ be such that the forcing from N to M is κ-c.c., and

let G ⊆ P be the forcing from N ′ to M . If γ = (2κ)M , then we can guarantee that

|P| ≤ (2γ)N
′
.

Proof. Since the forcing from N to M is κ-c.c., by Theorem 5.6 N satisfies the

κ-global covering property for M . Since every function in N ′ is in M , N satisfies

the κ-global covering property for N ′, and thus N ⊆gd N ′. Similarly, since any

approximation function in N is in N ′, N ′ satisfies the κ-global covering property

for M , and hence N ′ ⊆gd M .

To get the cardinality bound, we examine the proofs of Lemma 5.5 and

Theorem 5.6. By those proofs, we code PM(κ) as a set of ordinals, which we

may assume is a subset of γ = (2κ)M . The partial order is the Boolean algebra of

sentences in a signature of size γ in Lγ+,ω (possibly with some sentences removed).

A sentence is a γ sequence of symbols in the signature, so the set of all sentences

in N ′ has size (γγ)N
′
= (2γ)N

′ .

5.2.2 The Main Argument

We turn now to the proof of the DDG (Theorem 5.2).48

Proof of Theorem 5.2. Let {Wi | i ∈ I} be our set-sized collection of grounds

of V ; without loss of generality, we may assume that I is well-ordered, and will

sometimes write its elements as the ordinals less than ot(I). We will construct a

W contained in all of the Wi such that, for some η, W satisfies η-global covering

property for V . Then, by Bukovský’s Theorem (Theorem 5.6), W ⊆gd V . In

48The proof we give is in outline the same as the original proof from [Usu16, p. 11], but with
simplifications found in [Ham16, p. 32].

61



defining W , we need to ensure that W has approximations to every function in V .

We do this by building W around approximations to a universal function.

Let, for each i, Pi ∈ Wi be a partial order such that for some generic Gi ∈

Pi, V = Wi[Gi]. Let κ be regular such that |I| < κ and, for all i ∈ I , |Pi| < κ (this

is possible because I is a set). Then, every Pi is κ-c.c., so by Theorem 5.6, every Pi

has the κ-global covering property.

We build our model around a universal approximation in the following

claim.

Claim. For every θ > κ strong limit, there is Aθ ⊆ θ such that

1. for all i ∈ I , L[Aθ] ⊆ Wi, and

2. (Vθ)
L[Aθ] satisfies the κ+-global covering property for Vθ.

Proof of claim. Fix θ. Since |Vθ| = θ, there are (at most) θ many functions on the

ordinals less than θ. Thus, we should be able to code all of these functions into a

single one on θ. We can think of such an encoding as laying the functions side by

side into a line of length θ; then each function is a “block” in the line. Let h : θ → θ

be universal in this way: If λ0, λ1 < θ and f : λ0 → λ1, then there is γ < θ such

that f(α) = h(γ + α), so that essentially

f = h � {α ∈ θ | γ0 ≤ α < γ + λ0}.

We define a sequence {Hi,ξ | i ∈ I, ξ < κ} by recursion on i ∈ I and ξ < κ such

that the union of all the Hi,ξ will be an approximation to h. We will maintain that

for all ξ, Hi,ξ ∈ Wi, and that for all i and ξ, |Hi,ξ| < κ. To ensure that the union

is in the intersection of all the Wi, we need to interleave the recursion across the

Wi. Thus, for each ξ we will define Hi,ξ for all i ∈ I , and use the union of these to

obtain H0,ξ+1. See Figure 1.
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Figure 1: A visualization of the recursion to define the Hi,ξ, for a fixed α < κ.

...(⋃
i∈I Hi,1

)
(α) ⊆ H0,2(α) ⊆ H1,2(α) ⊆ . . . ⊆ Hi,2(α) ⊆ . . .

(⋃
i∈I Hi,0

)
(α) ⊆ H0,1(α) ⊆ H1,1(α) ⊆ . . . ⊆ Hi,1(α) ⊆ . . .

h(α) ∈ H0,0(α) ⊆ H1,0(α) ⊆ . . . ⊆ Hi,0(α) ⊆ . . .

We give the definitions, starting with H0,0. By assumption, W0 satisfies the

κ-global covering property for V . Let H0,0 ∈ W0 be such that, for all α, h(α) ∈

H0,0(α) and |H0,0(α)| < κ. Suppose that for all j < i we have defined Hj,ξ. Let

H ′i,ξ(α) :=
⋃
j<iHj,ξ(α). Now, we let, by Lemma 5.4, Hi,ξ ∈ Wi be such that for

all α, H ′i,ξ(α) ⊆ Hi,ξ(α) and |Hi,ξ(α)| < κ. Suppose that for all η < ξ and for all

i ∈ I we have defined Hi,η. Let H ′0,ξ(α) :=
⋃

i∈I
η<ξ

Hi,η(α). Then, by Lemma 5.4,

let H0,ξ ∈ W0 be such that, for all α, H ′0,ξ(α) ⊆ H0,ξ(α) and |H0,ξ(α)| < κ.

Let us define a function H by

H(α) :=
⋃
i∈I
ξ<κ

Hi,ξ(α).

We claim that for all i ∈ I , H ∈ Wi. The point is that by interleaving the unions,

even though the whole recursion is not accessible to a particular Wi, cofinally many

stages are. More precisely, we claim that, for any i ∈ I and for all α < θ, H(α) =⋃
ξ<θHi,ξ(α). By definition of H we have

⋃
ξ<θHi,ξ(α) ⊆ H(α). To see the

other direction, suppose x ∈ H(α). Let j, ξ be such that x ∈ Hj,ξ(α). Then

x ∈ Hi,ξ+1(α) by construction. It follows that for each α, H(α) ∈ Wi, and thus

that H ∈ Wi as desired.

Since H ⊆ θ× θ and there is a bijection θ× θ → θ, H is coded by a subset

Aθ ⊆ θ. Since H and Aθ are interdefinable, by the above L[Aθ] ⊆ Wi for all i ∈ I .
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So we just need to see that (Vθ)
L[Aθ] satisfies the κ+-global covering property for

Vθ. The point here is that we approximated all functions on θ at once using H . To

see this, let λ0, λ1 ∈ Vθ and f : λ0 → λ1. Then, λ0, λ1 < θ, so there is γ < θ such

that f = h � {α < θ | γ ≤ α < γ + λ0}, where h is the universal function from

above. By construction, for any α,

h(α) ∈ H0,0(α) ⊆ H(α).

Thus, for all α ∈ dom(f), f(α) ∈ H(α). Since f deals only with ordinals less

than some bound in θ, f has rank less than θ, and so the relevant block of H also

has rank less than θ. To finish, we show that for all α, |H(α)| < κ+. Each stage

of the recursion has cardinality less than κ, and there are κ · |I| = κ stages to the

recursion. This union thus has size at most κ · κ = κ < κ+ as desired.

So, for each θ > κ we have a model, V L[Aθ]
θ , that satisfies the κ+-global

covering property for Vθ, and so is a κ+-c.c. ground of Vθ. By Corollary 5.1.2,

V
L[Aθ]
θ is uniquely determined by P (κ++)L[Aθ] ⊆ P (κ++). Since there are set many

subsets of P (κ++) and a proper class of strong limit cardinals greater than κ, by the

Pidgeonhole Principle a single subset of P (κ++) must correspond to a proper class

S of strong limits. Furthermore, if θ0 < θ1 are both in S, then V
L[Aθ0 ]

θ ⊆ V
L[Aθ1 ]

θ .

ForAθ1 encodes all the functions on ordinals less than θ0 < θ1, and soAθ0 ∈ L[Aθ1 ],

which implies that L[Aθ0 ] ⊆ L[Aθ1 ]. By the absoluteness of rank, it follows that

V
L[Aθ0 ]

θ ⊆ V
L[Aθ1 ]

θ .

We can now define our common ground. Let

W =
⋃
θ∈S

V
L[Aθ]
θ .

By construction, for all i ∈ I , W ⊆ Wi. We check that W is in fact a ground of all
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the Wi.

First, we claim that W |= ZFC. We use Proposition 3.6. We check that W

is closed under the Gödel operations (Definition 3.8). Let G be a Gödel operation,

and let x1, ..., xn ∈ W . Compute G(x1, ..., xn). Let θ ∈ S be sufficiently large such

that the xi and G(x1, ..., xn) are all in V L[Aθ]
θ , as L[Aθ] is closed under the Gödel

operations, and the output of the functions is absolute. To see that W is almost

universal, let x ⊆ W . Let θ > rank(x) be in S. It follows that x ⊆ Vθ ∩ L[Aθ] =

V
L[Aθ]
θ ∈ W .

Now, we show that W is a ground. Since there is a η such that every V L[Aθ]
θ

satisfies η-global covering for Vθ, and every function on ordinals in W is a function

on ordinals in some V L[Aθ]
θ , it follows that there is a η such that W satisfies η-global

covering for V , and so by Bukovský’s Theorem (Theorem 5.6), W ⊆gd V . By

Corollary 5.6.1, for all i, W ⊆gd Wi, as desired.

5.3 Main Results

Having established the DDG, we now prove the results mentioned at the beginning

of this section, and discuss their significance. The guiding theme here is that the

mantle, M, is special class that exhibits features very close to Ultimate L: Assuming

the existence of a hyper-huge cardinal, it is a forcing-invariant inner model, and the

minimal element of the Generic Multiverse.

First, we will fulfill a promise from Section 4.2 by proving a lemma on the

structure of the Generic Multiverse.

Lemma 5.7. Let {Wi | i ∈ I} be the collection of grounds of V . A model is in the

Generic Multiverse iff it is of the form Wi[G] for G ⊆ P ∈ Wi generic; that is, the

Generic Multiverse consists of the generic extensions of the grounds of V .49

49[Ham16, p. 44]
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Proof. Call the collection of all models of this form C. Clearly every model in C

is in the Generic Multiverse. Thus it suffices to show that C is closed under taking

forcing extensions and grounds.

If Wi[G0][G1] is a forcing extension with G0 ⊆ P0 and G1 ⊆ P1, then, by

Lemma 2.7, Wi[G0][G1] = Wi[H] for a generic H ⊆ P0 × P1, so Wi[G0][G1] ∈ C.

If W ⊆gd Wi[G], then by the DDG there is a W ′ ⊆gd V such that W ′ ⊆gd

W,Wi, so W ∈ C.

Now, we prove a forcing invariance result for the mantle, similar to Theorem

3.10 for L. However, the mantle is particularly special in this regard, for it is the

largest possible forcing invariant class.

Theorem 5.8. The mantle is the largest forcing invariant class; that is, if G ⊆ P

is M -generic, then MM = MM [G], and for any class N such that NM = NM [G],

N ⊆M.50

Proof. First we show that MM = MM [G]. Since every ground of M is a ground of

M [G], the intersection of all grounds of M [G] is contained in the intersection of all

grounds of M , that is, MM [G] ⊆ MM . Now, suppose that x 6∈ MM [G]. Then, by

definition of the mantle, x 6∈ M0 for some M0 ⊆gd M [G]. By the DDG, there is

M1 ⊆gd M0,M . But then, x 6∈ M1, so by again by the definition of the mantle,

x 6∈MM . Thus, MM ⊆MM [G], so MM = MM [G], as desired.

Next, we show that the mantle is the largest such class. To do this, we show

that the mantle is the intersection of the Generic Multiverse. This suffices, as any

forcing invariant class must have all of its elements in all of the elements of the

Generic Multiverse, else it would be changed by forcing. By the above, the mantle

is contained in the intersection of the Generic Multiverse. Since every ground of V

is in the Generic Multiverse, the intersection of the Generic Multiverse is contained

in the intersection of all the grounds of V , which by definition is M.
50[FHR14, p. 9],[Ham16, p. 40]
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We can now show that the mantle is in fact a ZFC model.

Proposition 5.9. M |= ZFC.51

Proof. First we show that M |= ZF using Proposition 3.6. M has all the ordinals.

It is transitive, for if x ∈ M, then x ∈ Wi for all grounds Wi; since for all i, Wi

is transitive, x ⊆ Wi, and so x ⊆ M. M is closed under the Gödel operations

(Definition 3.8), since for all i, Wi is closed under the Gödel operations, and so the

output of any of the operations on any x will be in their intersection. To show that

M is almost universal, let x ⊆ M be a set. Let rank(x) = α. Then, x ⊆ Vα ∩M.

Since M is first-order definable, and the definition is absolute by Theorem 5.8, by

Separation, for all i, Vα ∩M ∈ Wi, and so Vα ∩M ∈M. Thus, M |= ZF.

Now, we show that the mantle satisfies the Well-Ordering Theorem. Sup-

pose not toward contradiction. Then, there is an x ∈ M such that there for every

well-ordering � of x in V , � 6∈ M. Then, for each � there is Wi ⊆gd V such that

� 6∈ Wi. If we pick one i for each well-ordering, then there are |x|+ many (in par-

ticular, set many) such Wi, so by the DDG there is a common ground W contained

in all of them. W cannot have any �, so there is no well-ordering of x in W . But

W is a ZFC model, so we have a contradiction.

Finally, we can prove the most interesting consequence of the DDG: The

mantle is the unique minimal element of the Generic Multiverse, and it inherits

large cardinals from V .

Theorem 5.10. Assume ZFC + “There is a hyper-huge cardinal κ.” Then M is the

unique minimal element of the Generic Multiverse.52

Proof. First, we claim that it suffices to show that V has set many grounds. For

then, by the DDG, there is a ground that is contained in all other grounds, and so
51[FHR14, p. 9]
52The proof we give is mostly from [Usu16, p. 15]. The proof that j[j(λ)] ∈M the author learned

from conversations with Professor Woodin.
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contained in the rest of the Generic Multiverse. It is unique by the DDG: if M0 and

M1 were distinct minimal elements, by downward directedness there would have

to be an N properly contained in both, contradicting minimality. Finally, if this

minimum M 6= M, then, since M is contained in every element of the Generic

Multiverse, there must be some x ∈ M such that x 6∈ M. But then, there must

be some ground M ′ such that x 6∈ M ′. By the DDG, there is a ground properly

contained in M and M ′, contradicting the minimality of M .

The main work in proving that V has set many grounds is the following

claim:

Claim. Suppose V ⊆gd V . Then there exists P ∈ V κ and G ⊆ P generic such that

V = V [G] and |P| < κ.

Proof of Claim. We want to use the hyper-hugeness of κ to reflect partial orders

back down below κ. The key is that for any λ, there’s a j that brings κ above λ, so

if there’s a partial order above κ (but below λ < j(κ)) that works for sets of rank λ,

there’s a partial order below κ that works, for arbitrarily large λ. Let us implement

this. Let G0 ⊆ P0 be such that V [G0] = V . Fix λ > κ an inaccessible cardinal (by

Theorem 3.3) such that G0,P0 ∈ Vλ. Let j : V → M be such that CRT(j) = κ,

λ < j(κ), and j(λ)M ⊆M . Let

M := j(V ) =
⋃
α∈On

j(V α).

We will show that j(V λ) ⊆gd Mj(λ) by using Corollary 5.6.1. As a first step

toward this, we show that V j(λ) ⊆ j(V λ). Since λ is inaccessible, so is j(λ); thus

we have

V j(λ) |= ZFC and j(V λ) |= ZFC.

So, by Proposition 3.7, it suffices to check that every set of ordinals in V j(λ) is in

68



j(V λ). To do this, we will use Separation with j[j(λ)]; thus, we will first show that

j[j(λ)] ∈M .

It suffices to show that there is y ∈ V with |y|V = j(λ) such that j[y] ∈M .

In particular, showing that there is a club C in j(λ) in V such that j[C] ∈ M

suffices. Let

A := {α < j(λ) | cofV (α) = ω} and B := {α < sup j[j(λ)] | cofM(α) = ω}

be the sets of cofinality ω according to V and M respectively. Notice that A and

B are stationary in V and M respectively, as one can always take the limit of an ω

sequence of elements of a club to produce an element of the club with cofinality ω.

We define descending sequences of clubs {Cn | n < ω} ⊆ V and {Dn | n < ω} ⊆

M , and take the intersections of both sequences to get the desired result. First,

we start with a club D0 ⊆ sup j[j(λ)] ∩ B. Consider j−1[D0]. This is certainly a

member of V , though not necessarily of V . Furthermore, by elementarity applied

to the order relation on the ordinals, it is unbounded in j(λ). We take its closure

to get a club C ′′0 ∈ V . By Lemma 5.3, since P0 is |P0|+-c.c., we can find a club

C ′0 ⊆ C ′′0 with C ′0 ∈ V . Let C0 := C ′0 ∩ A; since A is stationary in V , C0 is club in

V . Now, we check j[C0]. As we took a subset of the preimage of D0, this will not

in general equal D0, or even be a member of M . However, it is a member of M ,

and we can repeat this process: Take its closure to produceD′′1 , take a clubD′1 ∈M

contained in it, and restrict to the ordinals of cofinality ω to get D1. We iterate this

process through n < ω to obtain {Cn | n < ω} and {Dn | n < ω}. Now let

C :=
⋂
n<ω

Cn and D :=
⋂
n<ω

Dn.

Since all the Cn are in V and all the Dn are in M , the intersections are in the

respective models.
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We claim that j[C] = D. First we check j[C] ⊆ D. If j(α) ∈ j[C], then for

each n < ω, either α ∈ j−1[Dn], or α is a limit point of j−1[Dn] in V ∩A. But, if α

is such a limit point, because it has cofinality ω in V , it is the limit of an ω-sequence

Y := {αn | n < ω} ⊆ j−1[Dn]. We claim that

j(α) = sup
n<ω
{j(αn) | n < ω} = sup j[Y ] ∈ Dn.

The point is that by restricting to cofinality ω, we have guaranteed the continuity

of j. Let Z ⊆ α be cofinal such that ot(Z) = ω. By elementarity, j(Z) is cofinal

in j(α). Since α = supY , for every β ∈ Z there is n such that β < αn. By

elementarity, for every β ∈ j(Z) there is n such that β < j(αn); since j(Z) is

cofinal, so is j[Y ], as desired.

On the other hand, let β ∈ D. Then, for each n+1 < ω, either j−1(β) ∈ Cn

or β is a limit point of j[Cn] inM∩B. But if the latter obtains, then again, because it

has cofinality ω in M , β is the limit of an ω-sequence Y := {βn | n < ω} ⊆ j[Cn].

We just need that

β = j(sup
n<ω
{j−1(βn) | n ∈ ω}) = j(sup j−1[Y ]) ∈ j[Cn].

By reasoning similar to the above, we again have continuity because we restricted

to cofinality ω, and obtain the desired conclusion.

Thus, j[C] = D ∈ M . But since C is club (in particular, unbounded) in

j(λ), |C|V = j(λ), and so by undoing bijections we get j[j(λ)] ∈ D as desired.

Now, let A ∈ V j(λ) be a set of ordinals. By definition of M , j(A) ∈ M .

Since A has rank at most j(λ), A ⊆ j(λ). By elementarity, j(x) ∈ j(A) iff x ∈ A;

thus, j[A] = j(A) ∩ j[j(λ)], which is a definable subset of j[j(λ)] ∈ M and so

by Separation is in M . Again using Separation and the fact that j[j(λ)] ∈ M , we

have that j � j(λ) ∈ M . Thus, we can write A = j−1[j[A]] ∈ M . Since the
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rank of A is less than j(λ), we have in particular that A ∈ M j(λ) = j(V λ), and so

V j(λ) ⊆ j(V λ) as desired.

Since V λ ⊆ Vλ, by elementarity j(V λ) = M j(λ) ⊆ Mj(λ). By closure

under j(λ) sequences, M is correct about Vj(λ) (which is defined as the union of a

j(λ)-length sequence of power sets, which can be associated to binary sequences

of length less than j(λ)), and so Mj(λ) = Vj(λ). In sum, we have

V j(λ) ⊆ j(V λ) ⊆Mj(λ) = Vj(λ).

Since V ⊆gd V with P0 and G0 both in Vj(λ), we get V j(λ) ⊆gd Vj(λ). By Corollary

5.6.1 and the above, we must have that j(V λ) ⊆gd Mj(λ), as desired.

Furthermore, let P1 be the partial order, and let

γ := (2|P0|+)Mj(λ) = (2|P0|+)M .

By Corollary 5.6.1, we have

|P1| ≤ (2γ)j(V λ) = (2γ)j(V ) = (2γ)M .

Since M and M are inner models of V , we have

γ = (2|P0|+)M ≤ γ′ := 2|P0|+

and

(2γ)M ≤ 2γ ≤ 2γ
′
.

Since λ is inaccessible (in particular, strong limit) and |P0| < λ, we have that

γ′ < λ. Thus

|P1| ≤ 2γ
′
< λ.
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We may assume, taking an isomorphism if necessary, that P1 ∈ M j(κ) =

j(V κ). Thus, M satisfies the following:

There exists a partial order P1 ∈ j(V κ) and G1 ⊆ P1 generic such that

j(V λ)[G1] = Mj(λ) and |P1| < j(κ).

By elementarity, we have the following:

There exists a partial order P ∈ V κ and G ⊆ P generic such that

V λ[G] = Vλ and |P| < κ.

Thus, for every sufficiently large inaccessible λ, there is a partial order Pλ ∈

V κ and a generic Gλ ⊆ Pλ such that V λ[Gλ] = Vλ. Notice that the set containing

the partial orders, V κ, does not change with λ. There are at most |V κ| partial

orders, and for each partial order P there are at most 2|P| generics; thus, there are

only set many possible forcings in V κ. By Theorem 3.3, there is a proper class

of inaccessible cardinals. Thus, by the Pidgeonhole Principle, one partial order

P ∈ V κ and one generic G ⊆ P must work for most of the inaccessibles: There is a

proper class I of inaccessible λ such that V λ[G] = Vλ. Thus, as V =
⋃
λ∈I V λ and

V =
⋃
λ∈I Vλ, we must have V [G] = V , as desired.

We now finish by showing that V has set many grounds. The key is that for

any W ⊆gd V , there is a partial order P ∈ Vκ that witnesses this (as, for any ground

W , Wκ ⊆ Vκ); in particular, the ambient space in which all the partial orders for all

the grounds live is a fixed set. There are thus at most |Vκ| = κ many partial orders.

Furthermore, for each partial order P, there are at most 2|P| many generic filters.

Identifying the partial orders and generics is not enough, as multiple models could

use the same partial order and generic. By Corollary 5.1.2, a groundW using partial

order P is uniquely identified by PW (|P|++). For any W , PW (|P|++) ⊆ P (|P|++)

by transitivity; thus, there are only 22|P|
++

possibilities for the power set of |P|++.

72



Multiplying these three parameters gives an upper bound on the total number of

possible ground models, and so there are set many grounds, as desired.

Corollary 5.10.1. Assume ZFC + “There is a hyper-huge cardinal κ.” If λ > κ is

a measurable cardinal, then (λ is a measurable cardinal)M.53

Proof. By the proof of Theorem 5.10, there is a partial order P and G ⊆ P such

that V = M[G], with |P| < κ. By Theorem 3.4, the measurability of λ transfers

from V to M.

Remark. Corollary 5.10.1 generalizes with the Lévy-Solovay theorem to other large

cardinals.

These theorems suggest that the mantle is very special among the models in

the Generic Multiverse. It is definable, forcing invariant, and minimal, just as we

required of a privileged point. One may counter these conditions are only necessary

for a model to be a privileged point; if there is to be a privileged point, it must have

these properties, and so must be the mantle. But, it is still possible that truth in

the mantle has no more claim to set-theoretic truth than truth in any other model in

the Generic Multiverse. However, Corollary 5.10.1 gives us more: It suggests that

M is similar to V in an important way, by sharing large cardinals. This is a point

that makes the mantle preferable to many other universes in the Generic Multiverse,

such as those that collapse large cardinals to ω and so destroy their large cardinal

properties.

Even more important is the similarity of the properties of the mantle to

those of Ultimate L. By Theorem 4.2, Ultimate L is minimal in the Generic Mul-

tiverse, and so must be the mantle of its Generic Multiverse. Furthermore, M and

Ultimate L both absorb large cardinals from V above a distinguished large cardinal

κ (hyperhuge in the former, extendible in the latter). Thus, the case for Ultimate L

53[Ham16, p. 54]
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is intertwined with the case for a privileged point in the Generic Multiverse; the

evidence for Ultimate L becomes evidence for the mantle being a privileged point,

and the observations we have made here become part of the case for Ultimate L.

That the pictures suggested by Ultimate L and set-theoretic geology converge is

even more compelling as evidence for those pictures because they come from dif-

ferent domains. The study of Ultimate L is motivated by inner model theory, while

set-theoretic geology is motivated by forcing. We can see this in the flavor of the

proofs: In Chapter 4, they were much more about the properties of weak extender

models and connections to AD+ theory, while in this chapter, forcing methods have

dominated. That these distinct domains point to the same conclusion suggests that

there is something to that conclusion.54

5.4 Recap

From set-theoretic geology, we can prove that there is an inner model of V that

is a privileged point in the Generic Multiverse, namely the mantle. The mantle is

furthermore close to V in that it inherits the large cardinals that exist in V , similar

to Ultimate L. That both inner model theory and set-theoretic geology point to such

a inner model is compelling evidence for V = Ultimate L.

6 Conclusion

The independence problem complicates the picture of mathematical inquiry. How-

ever, in spite of the seeming intractability of problems that cannot be solved by our

standard means, there is hope. The axiom V = Ultimate L, assuming the promised

inner model actually exists, could wipe away the independence phenomenon. Fur-

54A similar point has been made about the convergence of large cardinal theory and determinacy
theory in descriptive set theory, which has been considered strong evidence for the correctness of
both approaches. See [Koeb] for details.
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thermore, there are reasons to believe that this axiom candidate is true, among them

the conclusions of our inquiry into set-theoretic geology.

7 Appendix

7.1 Notation

Most notation that we use is standard. We use ⊆ for subset with possible equality

and ( for proper subset. We do introduce a new symbol,⊆gd, in the text for grounds

of a model. We use P (x) for the power set of x. We use
⋃
x to denote the union⋃

y∈x y. We use x \ y for set difference. We use |x| to denote the cardinality of

x. We denote the transitive closure of x by tc(x). We denote the order type of

a well-ordered set x by ot(x). If f is a function, then we use f(x) to denote the

application of the function to x, and f [x] to denote {y | (∃z ∈ x)(f(z) = y)}. We

use rank(x) to denote the rank of x. We use cof(α) to denote the cofinality of α.

We use ∧,∨,→,≡ as formal logical symbols. If M is a model of the language of

set theory, we relativize formulas, constants, and functions to M with a subscript

M . If M = V , then generally we will omit the superscript. If M is an inner model

of V , then we write Mα for V M
α = M ∩ Vα.

We assume the von Neumann construction of the ordinals, so that the order

relation on the ordinals is the membership relation. We use On to denote the class

of ordinals. We identify the cardinals and the initial ordinals, so ℵα = ωα. We

identify the natural numbers and the finite ordinals. We use ω to denote the least

infinite ordinal, which is the set of natural numbers.
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7.2 The ZFC Axioms

Here is a list of the ZFC axioms, written informally, along with some useful related

principles.

• Extensionality: Two sets are equal iff they have the same elements.

• Foundation: The membership relation is well-founded.

This is equivalent to the assertion that for all x, there is α such that x ∈

Vα.

• Empty Set: The empty set ∅ exists.

• Pairing: For any two sets x and y, the set {x, y} exists.

• Union: For any set x,
⋃
x exists.

• Power set: For any set x, P (x) exists.

• Infinity: There is an inductive set, that is, a set I such that 0 ∈ I and if x ∈ I

then x ∪ {x} ∈ I .

This implies that ω exists.

• Separation: If ϕ is a predicate, and a a set, then the set {x ∈ a | ϕ(x)}

exists.

• Replacement: If F is a class-sized function, that is, a two-place predicate

such that for all x there is a unique y such that F (x, y), then for any set a,

F [a] exists.

This implies the weaker principle Collection: If F is a two-place predi-

cate, then for any a there exists a superset of F [a] = {y | (∃x ∈ a)F (x, y)}.
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• Choice: For any set I of sets, there is a choice function on I: a function

f : I →
⋃
I such that for all i ∈ I , f(i) ∈ i.

This is equivalent to the Well-Ordering Theorem: Every set can be

well-ordered.

7.3 The Ordinals

We will not give an exposition of the ordinals from scratch; the interested reader

is referred to [Jec03] or [Kun80] for an introduction. Suffice it to say, they are the

generalization of the natural numbers to the transfinite, and the isomorphism types

of the all the well-orders. Thus, we can do induction and recursion with ordinal

indices.

The cofinality of an ordinal α is the least ordinal β such that there is a subset

of α of order type β that is cofinal (unbounded). If cof(α) = α, then α is regular,

otherwise it is singular.

The ordinals are well-ordered, so we may consider the order topology on

them. Being closed in this topology is equivalent to having the supremum of every

bounded subset, as these are the limit points. A subset of an ordinal is club iff it

is closed and unbounded in that ordinal. A subset of an ordinal is stationary iff it

intersects every club. If the ambient space is κ, then the intersection of less than κ

many clubs is club, and the intersection of a stationary set and a club is club.

7.4 The Universe of Sets

The universe of sets is typically denoted V . Since our variables range over sets, this

is the definable class {x | x = x}. Using the Axiom of Foundation, V can also be
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built up as a hierarchy, known as the rank hierarchy:

V0 = ∅

Vα+1 = P (Vα)

Vλ =
⋃
α<λ

Vα (λ a limit ordinal)

V =
⋃
α∈On

Vα

We can think of this as starting with the empty set and building up all the sets in

stages. The least α such that x ∈ Vα+1 is called the rank of x.

The initial segments Vα of the universe start to look more and more like

V , in that for any finite collection of true sentences, one can find a β such that

Vβ satisfies those sentences. This is the Reflection Theorem. Thus, one can often

assume that one has everything one needs for a purpose by taking sufficiently large

β.

By H(κ) we mean the sets of hereditary cardinality at most κ:

{x | | tc({x})| < κ}.

The H(κ) are interdefinable with levels of the rank hierarchy, and are sometimes

nicer to work with than a corresponding Vβ .

7.5 Transitive Models and Absoluteness

Let us turn to the formulas of set theory. We can classify formulas by complexity

as follows. A formula is ∆0 iff all of its quantifiers are bounded (that is, of the form

“∀x ∈ a” or “∃x ∈ a′′). It is Σ1 iff it is of the form (∃x)ϕ where ϕ is ∆0. The

negation of a Σ1 formula is a Π1 formula. Inductively, a formula is Σn+1 iff it is

of the form (∃x)ϕ where ϕ is Πn, and it is Πn+1 iff it is the negation of a Σn+1
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formula.

Transitive models (models M whose universe is transitive, that is, if y ∈

x ∈ M then y ∈ M ) are particularly important. This is because ∆0 formulas

are absolute between transitive models: Their truth values do not change between

transitive models. As a corollary, if M ⊆ N are transitive, then if M satisfies a Σ1

formula ϕ, so does N , and if N satisfies a Π1 formula ψ, so does M . We say that

Σ1 formulas are upward absolute and Π1 formulas downward absolute. Examples

of absolute statements include statements about membership, rank, and the subset

relation.

Mostowski’s collapsing lemma allows us to produce transitive models. It

says that if E is an extensional (for all x and y, x = y iff for all z, zEx iff zEy) and

well-founded relation on M , then there is a unique transitive model isomorphic to

(M,E).
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