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1 Introduction

1.1 The Partition Function and Congruences

The integer partition function p(n) equals the number of ways to write n as the sum of positive
integers in nondecreasing order, with p(0) defined to be 1. For instance, p(5) = 7 since 5 can be
writtenas 5 =5,5=1+4,5=2+3,5=1+2+2,5=1+14+3,5=14+1+1+2, and
5=14+141+1+41. Despite the simplicity of the partition function, no closed form expression for
the partition function is known. However, there exists a known asymptotic formula

1 2n
p(n) = 3 exp (77\/Z> (14 o(1))

as n — 0o, which was first proven by Hardy and Ramanujan.
Ramanujan also discovered that the partition function has surprising congruence patterns. For
instance, he proved the following, now called the Ramanujan congruences [21]:

p(bn +4) =0 (mod 5) (1)
p(Tn+5) =0 (mod 7) (2)
p(1ln+6) =0 (mod 11). (3)

Ramanujan postulated that there are no equally simple congruences properties as the three
listed above. This has now been proven, by which we mean that if £ is some prime, 0 < < ¢ —1
is some integer, and p(¢n + B) = 0 (mod /) is true for all nonnegative integers n, then we must
have (¢, ) equals either (5,4),(7,5), or (11,6) [1]. However, this does not mean there are no
other congruences of the partition function. Results of Watson [29] and Atkin [3] give us that if
24m = 1 (mod 5%7°11¢) for a,b,c¢ > 0, then p(m) = 0 (mod 5*7L(+2)/2111¢). Moreover, there have
been proven congruences modulo primes apart from 5,7, and 11, after results by authors including
Atkin and O’Brien [4, 5], which proved results such as

p(11% - 13n4+237) =0 (mod 13), and  p(59* - 13n + 111247) = 0 (mod 13).

Yet, there was no general framework for proving these results, until papers by Ahlgren and Ono
[18, 2] established that there exist congruences of the form p(an+b) = 0 (mod m) for all m relatively
prime to 6. By this, we mean if gcd(6,m) = 1, then there exist a, b such that p(an+b) = 0 (mod m)
for all n > 0.

In addition to determining explicit congruences, people have studied the distribution and density
of residues of p(n) modulo primes m. For instance, Ono [18] proved that all primes 5 < m < 1000,

\/7(/logX 1<r<m-1
x )

#{()SnSX:p(n)ET(modm)}>>r7m{ =0

What is remarkable about these results is that while the partition function is an inherently
combinatorial object, these proofs have extensively required the theory of modular forms, which
are certain classes of complex analytic functions. This strange relation between modular forms
and the partition function is what motivates this thesis. In this thesis, we will investigate how the
theory of modular forms can prove several astounding results about the partition function that do
not have known purely combinatorial proofs.



1.2 Modular Forms

We will introduce the theory of modular forms in great detail in Section 2, so we just briefly define a
modular form and explain some of their applications. A modular form is a holomorphic function on
the upper half plane H that satisfies certain functional equations and boundedness conditions as we
approach 700 or as we approach QQ from certain directions. The simplest example of a modular form,
which we will be dealing with significantly, is a modular form over SLy(Z), which is a holomorphic
function f : H — C such that |f(z)| is uniformly bounded in the region Im(z) > 1 and

i (““ b) = 1) (ex + )

cz+d

for all z € H and all a,b, ¢, d € Z such that ad — bc = 1.

Apart from studying the partition function, modular forms have been immensely useful in other
areas. For instance, they have been used in determining congruences of other functions such as the
Ramanujan tau function, which we will introduce (see [26] for examples of such congruences). In
other areas of number theory, modular forms have proven useful in determining the number of ways
to write an integer n as the sum of k squares [27], as well as in proving Fermat’s Last Theorem
[11]. Modular forms have also proven useful in understanding sphere packings, and were a key tool
in the proofs that the famous Fg lattice and Leech lattice provide optimal sphere packing in 8 and
24 dimensions, respectively [28, 10].

1.3 This Thesis

The goal of this thesis is to cover the background of modular forms and explain how they have been
used to prove many strong results about partition function congruences. In section 2, we go over the
background of modular forms, mainly focusing on modular forms over SLy(Z) but also introducing
more general modular forms and half-integral weight modular forms. For the background, we will
mainly follow the book Problems in the Theory of Modular Forms [15]. In our introduction, will
skip certain sections and will often replace proofs with proof sketches for conciseness, but hope to
provide sufficient intuition for how modular forms behave and why they are such a powerful tool.
In section 3, we will give one proof of the Ramanujan congruences: i.e. Equations (1), (2), and
(3). In section 4, we will show an additional family of congruences that can be proven using only
the theory of modular forms over SLo(Z) as well as some computer-checkable computation, based
on results of [18]. We note that in this section, we modify the methods of Ono [18] to give a more
general framework of proof, which will allow us to straightforwardly extend the congruences Ono
proves modulo 13,17,19, and 23 to give similar congruences modulo 29 and 31.

In sections 5 and 6, we will reproduce the results of [2] to prove that for any integer m relatively
prime to 6, there exists an infinite number of pairs (a,b) € N? such that p(an +b) = 0 (mod m) for
all n. Section 6 will focus on the new ideas presented by Ahlgren and Ono in [2], whereas section 5
will focus on filling in details of [2] as well as either proving or stating many background results on
general modular forms that Ahlgren and Ono use. While some of the background results will require
more theory than we will be able to cover in this thesis, the way that Ahlgren and Ono use these
strong results in modular forms to prove their families of partition functions is incredibly interesting.
However, we note that Ahlgren and Ono’s methods only give existence proofs of congruences but no
explicit congruences. Therefore, we conclude with Section 7, in which we follow a paper of Weaver
[30], which uses some of the methods of [2] as well as some other results to give several families of
partition function congruences modulo primes 13 < m < 31.



We finally describe the background one should have when reading this thesis. We do not
assume any prior understanding of modular forms, but we assume prior knowledge of single variable
complex analysis, such as knowledge of holomorphic and meromorphic functions, Taylor series,
residue theorem, contour integration, and sum and product expansions of trigonometric functions.
In addition, we will assume basic knowledge of analytic number theory, such as the definition of a
Dirichlet character (i.e. a map x from (Z/NZ)* — C*) as well as the definition of an L-function
and its Euler product formula

Lis.y) = i XSZ) -1 <1 B X(P))
n=1

S
p prime p

We will also assume some basic knowledge about algebra and algebraic number theory, such as
familiarity with group actions and actions of SLy(Z), as well as understanding the definitions of
number fields, ring of integers of a number field, and degrees of cyclotomic fields over Q. We finally
assume some basic knowledge of algorithms and Big O and little o notation, as we will require
some computational tools and efficient algorithms to aid us in verifying certain partition function
identities.

While modular forms have a lot of connections to geometry, we do not assume any background
in algebraic geometry, and focus on the more analytic and combinatorial aspects of modular forms.
For those interested in a more geometric approach to modular forms, we recommend [12] as an
introductory book.



2 An Introduction to the Theory of Modular Forms

In this section we provide an exposition of the basic theory of modular forms, as well as provide
motivation for how modular forms can be immensely useful in proving certain arithmetic identities.
This section loosely follows [15], although we will skip some results and proofs, but include sketches
of those related to arithmetic identities that demonstrate the power of modular forms. We end by
briefly discussing half-integral weight modular forms, which are described in more detail in [24, 23].

2.1 The Modular Group and Congruence Subgroups

For some ring R, let SLa(R) be the group of 2 x 2 matrices with coefficients in R and determinant
1, and let GL2(R) be the group of invertible 2 x 2 matrices. Moreover, define the upper half plane
H to be

H={z € C:Im(z) > 0}.
It turns out that GL2(R) (and consequently, SLo(R) and SL9(Z)) has a natural group action on
the upper half plane H. If v = (g 3) € GLy(R), then ~ acts on the upper half plane via the Mobius

transformation:
a b az+b cH
z = z:=— .
v c d cz+d

It is straightforward to verify that this indeed forms a group action, and this fact will be crucial
in defining modular forms. We also note that the negative of the identity matrix, —1I, performs a
trivial action on H. Therefore, it is sometimes natural to consider the group actions of PSLs(R) =
SLy(R)/{£I} and PSLy(Z) = SLy(Z)/{£I}. The latter is often called the modular group.

We have the following well-known but important result about SLy(Z):

Theorem 2.1. [15, Theorem 2.1.2] The group SLo(Z) is generated by the two matrices S and T,

where . <(1) _01>’T:: <é 1) .

Modular forms are holomorphic functions on H which satisfy a certain functional equation with
respect to a chosen discrete subgroup of SLy(R). For the purpose of this exposition, we will only
look at the discrete subgroups SLo(Z) as well as certain types of congruence subgroups. These
are finite index subgroups of SLy(Z), often represented by I', such that there exists some positive
integer N such that ker(¢n) C I for ¢ : SLa(Z) — SL2(Z/NZ) being the obvious map of reducing
each element of the matrix modulo N. The most important congruence subgroups are

T(N) = {<Z 2) € SLy(Z) : a,d =1 (mod N),b,c =0 (mod N)} = ker(¢n),

T1(N) = {(Z Z) € SLy(Z) :a,d =1 (mod N),c =0 (mod N)},

To(N) = {<‘C‘ Z) € SLy(Z) : ¢ = 0 (mod N)} .

We remark that I'(NV) C I'1(IV) C T'g(N) C SLa(Z), as well as that a congruence subgroup is any
subgroup that contains I'(IV) for some N. The level of a congruence subgroup I is defined as the
smallest N such that I'(N) C I. Thus, one can verify that I'i (V) and T'g(NN) are both of level N.



2.2 The Fundamental Domain

If T is a discrete subgroup of SLs(R), we say that two points z, 2’ € H are I'-equivalent if vz = 2’
for some v € I'. This definition allows us to define a fundamental domain. A closed set F C H is
called a fundamental domain for I if

1. F has connected interior.

2. Any z € H is I'-equivalent to some point in F.
3. No two interior points in F are I'-equivalent.
4. The boundary of F is piecewise smooth.

It turns out that SLy(Z) has a fundamental domain (in fact, several fundamental domains),
but we will describe the standard fundamental domain:

Theorem 2.2. [15, Theorem 3.2.2] The set
1
F = {z e H: |Re(z)| < §,|z] > 1}

is a fundamental domain for SLa(7Z), and is often referred to as the standard fundamental domain.

We remark that if F is a fundamental domain for some discrete subgroup I' C SLy(R), then
~F is also a fundamental domain for I' for any v € I.

In addition, we remark that congruence subgroups of S Ly(Z) often have fundamental domains as
well. If we let F be the standard fundamental domain, then if g1, ..., g, are right coset representatives
and I' is a congruence subgroup that contains the matrix —1I, then D = | J;_; ¢;F is known to be a
fundamental domain for I', assuming D has connected interior. As an example, one can verify that
I, S, and ST are right coset representatives for I'g(2) C SL2(Z), and that D = FUSFUSTF has a
connected interior for S, T as defined in (4). Therefore, D is a fundamental domain for SLa(I'g(2)).

Finally, we define a cusp of a congruence subgroup I' as any point that is S Lo (Z)-equivalent to
100: namely the cusps are ico and Q. For a discrete subgroup I', two cusps «, o’ are I'-equivalent if
F'a = o for some «y € T. Tt is clear that i00 and all rational numbers are S Lo(Z)-equivalent, but for
congruence subgroups I' C SL9(Z), the number of equivalence classes of cusps equals [SLy(Z) : T.

2.3 Modular Forms over SLy(Z)

We now are able to define a modular form over SLy(Z).

Definition 2.3. A holomorphic function f : H — C is a modular form of weight k if for all
v=(24) € SLa(2),

az +b
cz+d

fo) = (1) = e+ 07, (5)

and if f(z) is uniformly bounded in the region Im(z) > 1. The condition in (5) is often called the
modularity condition.



We note that since (§1) € SLy(Z), we must have that f(z + 1) = f(z) which means that f(z)
is a holomorphic function on q := > for z € H, i.e. f(2) = g(q) for g a holomorphic function on
the punctured unit disk. However, since since f(z) is uniformly bounded in the region Im(z) > 1,
we must have that ¢g(¢) has a removable singularity around 0. Therefore, f(z) must equal its Taylor

series over g = e?™* around ¢ = 0. This gives us what is called a ¢-series expansion for f:
oo o
f= Z a(n)e* iz = Z a(n)q". (6)
n=0 n=0

As a result, we often say that f is holomorphic at ico if f is uniformly bounded in the Im(z) > 1,
as we can extend the ¢ series to ¢ = 0. Using our g¢-series expansion, we can define a cusp form f
of weight k£ to be a modular form such that a(0) = 0, i.e. lim, ;o f(2) = 0. We can thus define
the following vector spaces of modular forms and cusp forms.

Definition 2.4. For k € Z, define My (SL2(Z)) to be the set of all modular forms of weight k over
SLy(Z). Also, define Si(SL2(Z)) to be the set of all cusp forms of weight k over SLo(Z).

It is straightforward to verify that My (SLa(Z)) and Si(SL2(Z)) are C-vector spaces. Moreover,
we can also multiply modular forms, though the weights of the modular forms will add. Namely, if
f € My, (SLa(Z)) and g € My, (SLo(Z)), it is easy to see that fg € My, +r,(SL2(Z)). Moreover, if
either f or g is a cusp form, then fg is also. All of these claims are part of [15, Exercise 4.1.5].

We also note that My(SLy(Z)) = Sp(SL2(Z)) = {0} if k is odd. This is because the additive

inverse of the identity matrix, —I = ( 01 91) means that by Equation (5), if f is a modular form
of weight k, then f(z) = f (:—:f) = f(2) - (=1)*, so either k is even or f(z) = 0 uniformly.

We will now define the slash operator for any function from H to C, which is a very useful
concept for modular forms.

Definition 2.5. Given any function f : H — C and some v € GL2(R)" (i.e. ~ is an invertible
2 x 2 real-valued matrix with positive determinant), we define the slash operator f|i7y to be the
function

_ a b
(flK)(2) = (det7)*/*(cz + d) ™ f (y2) for 7 = <c d) ‘
When the value of k equals the weight of the modular form, we drop the subscript on the slash.

Note that the modularity condition, i.e. Equation (5), is equivalent to (f|y)(z) = f(z) for all
v € SLo(Z). Moreover, one can verify that the slash operator commutes [15, Exercise 4.1.3]; namely,
if v1,72 € GLa(R), then f[(v172) = (f|71)|7y2- This means that since S,T" defined in Theorem 2.1
generate SLo(Z), to verify the modular condition for some f, it suffices to show that f|S = f|T = f.
In other words, we just need to verify that

i (—1) b (o) and f(z 1) = f(2).

2.4 The Eisenstein Series

The Eisenstein series is a method of constructing modular forms of weight k for k£ > 4, k even. For

k € N,k > 2, define
1
G = D R Y

m,neL
(m,n)7#(0,0)

9



for z € H. One can verify that this series converges absolutely and uniformly in some region bounded
away from the real line as long as k > 3. The general idea to show that there are at most cn?r?
values of (m, n) such that |mz+n| < r, where cis a constant that may depend on z but is uniformly
bounded in a region bounded away from the real line. See [15, Exercise 4.2.1] for more details.
As a result, we have that Gi(z) is a holomorphic function for k£ > 3, though if & is odd, we have
(mz—l&-n)k I e — Gr(z) = 0 for k odd. However, we have that Gi(z) is a modular form
of weight & for all even k. To verify the modular condition, note that

1 1 1
Gi(a+1) = Z (m(z+1) +n)k - Z (mz+ (m+n))k B Z (mz + n)k = Gil2),

mneL mneZ m,ne”l
(m,n)#(0,0) (m,n)#(0,0) (m,n)#(0,0)

and

1 1 P
i (1) = D CYSE D DR e L)
() £(0,0) () £(0,0)
While the above is true for all £ > 3, the fact that G is a modular form is uninteresting for odd k.
We will not fully prove Gg(z) is holomorphic at ico, but it follows from the following theorem:

Theorem 2.6. [15, Theorem 4.2.3] For any even k > 4,

2miz

where ¢ = e“™*,  represents the Riemann Zeta function, and os(n) = Zd‘n d?®

To give some motivation for proving the above result, the way one can prove Theorem 2.6 is to
first note that if we restrict to the case m = 0 in Equation (7), >_, 4, # = 2((k), assuming k is
even. Then, one can use the sum formula for cotangent,

7 cot(rz) +Z<z+n Zin> (8)

by successively differentiating (8) while writing cot(nz) = m% to evaluate the sum in (7) for
any fixed m # 0. Full details are provided in the proofs of Theorems 4.2.2 and 4.3.3 in [15].

The Eisenstein series Fj is simply a scaled version of Gy to force the first coefficient in the
g-expansion to be 1. To more easily write out the series, we use the Bernoulli numbers:

Definition 2.7. Define the Bernoulli numbers Bj by the power series

= ©

which is a holomorphic function in a region around 0.

One can explicitly compute the values of the Bernoulli numbers. Also, by writing 7 cot(72) in
terms of e?™# comparing (9) after dividing both sides by x to (8), and successively differentiating
(8) in some region around z = 0, one can obtain the following:

10



Proposition 2.8. [15, Ezercise 4.2.4] For all even k > 2, we have

(27i)* By,

2 (k) =~

Therefore, by dividing G (z) by 2¢(k), we have that for all even k, we have the weight & modular
form -
Gr(2) 2k
Ey(z) := =1—-— or-1(n)q". 10
&)= 56 =1 g (10)
For examples of g-series for Fy, [15, Page 40] lists the expansions for Ey, Eg, Es, E10, E12, and Eq4.
In the next subsection, we will note some fascinating results, such as Ez = Fg and E4Eg = Fqp.
However, by computing the first few terms of F4 and Fg, we get 1728 (E3—E2) = ¢—24¢*+252¢3 + ...
This function is called the A function, its g-series coeflicients are referred to as the 7 function.
Namely, we have

1 o
Az) = —— —E2) = ZT
1728 2

The A function is clearly a cusp form of weight 12, and as we will see in Section 3, has some very
interesting relations to the partition function, which is one of several reasons why the A function
and the 7 function have been extensively studied.

Finally, although G (z) does not converge absolutely for k = 2, there still exists a series Ga(z)
and a corresponding Eisenstein series Ea(z). If we define

(0.) o0 1
Gae)i= D | X e |
m=—o0 n=—oo
n#0 if m=0

it can be shown that Ga(z) converges and defines a holomorphic function, and for the same reason
as for the higher Gy’s, we will have

— 4Tl 2 s >
Gate) = %2+ 5T S (o = T =5 Y (nla”
n=1 n=1

Moreover, Ga(z) will be an example of a “quasi-modular form” (see [15, Theorem 5.1.1]), meaning

Ga(z+1) =Ga(2), G2 (i) = 2°Gq(2) — 2miz. (11)

Thus, by scaling G2 by dividing by 2((2), we get the Eisenstein series Fo, which has the g-expansion

[oe)
Ey(z —1——201 " =1-24) a1(n)q",
n=1

and by (11), satisfies

Ea(z +1) = Es(2), Es (-i) — 22Ey(2) + %z (12)

11



2.5 The Valence and Dimension Formulas

The valence formula gives us information about zeroes of a modular form and their orders, which
can be used to determine the dimension of modular forms of weight k for all k. Given a meromorphic
function f : H — C that is not identically 0, recall that the order of f at some zg € H is the largest
integer n such that f(z) - (z — 20) ™" is holomorphic in a neighborhood of zy. We note that for a
modular form f, the order of f at zy equals the order of f at yzg, due to our modular condition and
the fact that czg +d # 0 if 29 € H. If f has a Laurent series in ¢ = €>™* around ¢ = 0, we define
the order of f at ico to be the largest n such that f(z)-¢~™ is holomorphic around ¢ = 0. We also
define the order of f for any cusp a € Q as the order at ico of the function (f|y), where v € SLy(Z)
maps 00 to a. The order at « is well defined because f(z+1) and f(z) have the same order at ico
and because if 7,7 € SLy(Z) map ico — a, then v = £+ - T™ for some n, where T is the Mobius
transformation z — z + 1. We define ord,(f) to be the order of f for any z € HUQ U {ico}.

Recall that F, the standard fundamental domain of SLy(Z), is the closure of the set {z € H :
2| > 1,|R(2)| < 3}. We will now state the valence formula:

Theorem 2.9. [15, /.3.1] Let f be a modular form in My(SLs(Z)), not identically 0. Then,

1 1 k

ordico (f) + §0rdz- + gordp(f) + ; ord,(f) = TR
z Z7p
zeF’

Here, p = e*™/3 and F' equals F, excluding all points in the boundary of F with negative real part.

While the full proof of the valence formula is tedious, we give a short outline of the main ideas.
First, assume there are no zeroes along 0F, the boundary of F, although there could be a zero
at ico. We contour integrate f7 along F N {Im(z) < N} for some large N. The integral of fT

along OF N {R(z) = 1} and OF N {R(2) = —1} will cancel out due to the orientation and since

J;:((sz_rll)) = ’}/((ZZ)). However, since f(—1/z) = zF- f(2), the integral along F N {|z| = 1} N {R(z) > 0}
and OF N {|z| = 1} N {R(z) < 0} will not fully cancel out, but will equal 27i - #5. Assuming N is
large enough so that there is no zero in F N {Im(z) > N}, the integral along the top boundary
{Im(z) = N, —3 < R(2) < 1} will equal 27i - ord;es (f). One can prove this by substituting g = €2
in the integral and applying the residue theorem over the variable ¢ on a circle of radius e 2™V,

To tackle the cases where there can be zeroes on 0.F, we will have to slightly perturb our contour
to avoid integrating over any poles of fT/ However, since these points are shared between F and
~F for certain choices of v € SLy(Z), we will have to account for the “proportion” of the order
that goes into our contour. We have this strange F’ because for any z € 0F with real part %,
ordg(z) = ords(z — 1), and for any z € F with |z| = 1, ord¢(z) = ords(—1/2).

Using the valence formula, we can also develop the dimension formula that gives us the dimen-
sion of My(SL2(Z)) and Si(SL2(Z)) for all even integers k (we know the dimension is 0 for odd
integers). Specifically, we will sketch a proof of the following:

Theorem 2.10. [15, Corollary 4.4.2] For even k > 0,

| %] k=2 (mod 12)

dim My, (SL2(Z)) = {hkzj +1 k#2 (mod12)

Moreover, if k < 0, dim My (SLy(Z)) = 0, and dim Si(SL2(Z)) = dim My(SLy(Z)) — 1 whenever
dim My, (SLo(Z)) > 1.
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Proof Sketch. For k < 0, we cannot have any nonzero modular forms, due to Theorem 2.9 and
the fact that f is holomorphic on H and is holomorphic at ico means the order at all z must be
nonnegative. We also cannot have k = 2 as there is no way to sum nonnegative multiples of 1, %,
and % to get %. For k = 0, we know any constant is a modular form, but if there were a nonconstant
modular form f, we can look at f — ¢ for some constant ¢ to force a zero in the interior of F, which
will be a weight 0 modular form, contradicting Theorem 2.9. We can do similar things to show the
dimension of My (SL2(Z)) for k € {4,6,8,10,14} is 1. We note there exists an Eisenstein series Ej,
but if there existed some f € My(SLa(Z)), then f — cE), for some ¢ must have a root in the interior
of F, which will establish a contradiction with Theorem 2.9.

We next show for all nonnegative even k, dim Sky12(SL2(Z)) = dim My (SL2(Z)). First, note
that we have an injective map My (SL2(Z)) — Sk+12(SL2(Z)) by multiplying with A(z), which is
a weight 12 cusp form. However, A has no zeroes in F by Theorem 2.9 and as A has a zero at ioco,
so A has no zeroes in H. Therefore, the map My (SLa(Z)) — Sk+12(SL2(Z)) is invertible, since we
can just divide by A and do not have to worry about inducing any poles in H or at ioco.

Finally, we must show dim M} (SL2(Z)) = dim Sx(SL2(Z)) + 1 whenever dim My(SL2(Z)) >
1. This is true since there exists Ej, which is a modular form that converges to 1 at ioco, so
dim My (SL2(Z)) > dim Sg(SL2(Z)), but if dim My(SLy(Z)) > dim S,(SLa(Z)) + 2, there must
be two linearly independent modular forms in My (SL2(Z)) that cannot be combined to form a
cusp form, which is clearly impossible. Combined, the above results prove our theorem. 0

The dimension bound of modular forms is a crucial aspect of proving number theoretic identities.
A general strategy for proving certain identities is to establish a certain g-series is a modular form,
and then by finite dimensionality, show it must precisely equal some other modular form. For
instance, note that Mg(SL2(Z)) and Myo(SL2(Z)) are 1-dimensional, which means that E? = Fg
and E4FEg = Eq9, since EZ, E4Eg are nonzero modular forms with leading ¢%-coefficient equal to 1.
Using the g-series expansion of Eisenstein series (Equation (10)) and the fact that By = Bg = —%,
Ez = FEy implies

) 2 o0
(1 +240) Jg(n)q"> =1+480) o7(n)q".

n=1 n=1

Thus, by evaluating the ¢™-coefficient of both sides and dividing by 480, we get the following very
strange result:

n—1
o7(n) = o3(n) + 120 Z oz(m)oz(n —m).
m=1

Such a result is astounding, as we used very little combinatorics or number theory, but predomi-
nantly complex analysis! This result, however, is just an introduction to the power that modular
forms brings in proving combinatorial and number theoretic identities.

2.6 Modular Forms over Congruence Subgroups

Previously, we had been dealing exclusively with modular forms over SLs(Z). However, it is often
useful to deal with modular forms over some congruence subgroup I' C SLy(Z).

Definition 2.11. A holomorphic function f : H — C is a modular form of weight k over I' C

13



SLy(Z) if for all vy = (24) €T,

az+b
cz+d

f0) = (1) = e+ 07,

and if f(z) is holomorphic all cusps, meaning for any 7' € SLy(Z), f|7' is uniformly bounded in
the region Im(z) > 1. We define M (T") to be the set of weight k£ modular forms over I'. Likewise,
if f|y' vanishes at all cusps, i.e. f|y’ converges to 0 as Im(z) — oo, then the we say f is a cusp
form of weight k over T' C SLo(Z). We define Si(T") to be the set of weight & cusp forms over T'.

Note that in our definition of modular forms over SL2(Z), we did not force f|y to also be
bounded towards ico, for all -y, because f|y = f for all v. However, in this case, since we can have
several orbits of I over Q U {ioco}, we need this additional condition.

Since (1) € I'1(IV), we have any modular form f(z) over I'1(N) just satisfy f(z) = f(z+1), and
therefore must have a g-series over f. For some more general congruence group I'(N) C I' C SL2(Z),
we can still get a ¢g-series, though perhaps with fractional coefficients. Let h be the smallest positive
integer such that either ((1) }f) el or (_01 fl) € I'. (Note that if —I is not in T', it is possible for
one of these matrices to exist but not the other). Moreover, since ((1) ¥ ) € I'(NV) c T, we must
have h|N. Then, f(z) = f(z + h), which means that since f is holomorphic at ico, we must have
that f(2) =", a(n)g", where now g = e27%/h,

Using the above g-series expansion, we define ord;s(f), the order of f at ico, to be %> where
n is the smallest integer such that a(n) # 0. We can similarly define for any a € Q, ord,(f) =
ord;s (f|y) for v € SLa(Z) sending ico to . We note that for any 7/ € SLa(Z),v € T, (f]7)|(v' 1) =
(flNY = flo/, which means that if f € My(T'), then fly € Mg(7/~'T'y') and if f € Si(T), then
flv € Sp(/~'Tv'). Noting that I'(N) is a normal subgroup of SLs(Z), we have that if f is a
modular form over I' D I'(IV), then so if f|y, which means ord,(f) is always a multiple of .

Given our definition of modular forms over congruence subgroups, we also can define for any
congruence subgroup the following vector space.

Definition 2.12. Let x : (Z/NZ)* — C* be a Dirichlet character. Then, define My(T'o(N), x) to
be the vector space of functions f such that for all v = (‘; cbl) € To(N), flv = x(d) - f. We call this
vector space the space of weight k& modular forms over I'g(IN) with Nebentypus character x.

First, note that since (' %) € To(V), we must have that f(z) = f(z) - x(—1) - (—=1)* for all
f € Mi(I'o(N), x). Therefore, if M(T'o(N), x) contains more than just the 0 function, x is even,
ie. x(—1) =1, if k is even and x is odd, i.e. x(—1) = —1, if k is odd.

It is clear that if x is the trivial character, then My (To(N),x) = Mg(To(N)). Moreover, since
x(d) =1if d=1 (mod N), we have My(I'o(N), x) C My(I'1(N)). In fact, we have the following:

Theorem 2.13. [15, Theorem 8.2.5] We have the decomposition

My(T(N)) = D Mi(To(N), x)-
X

Proof. First, we show any f € Mg(I'{(N)) can be written as a sum ﬁ 2o fx for fy €
My (Lo(N), x). Let
ra= ¥ (5 )
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for some choice a, b, ¢, d that forms a matrix in I'g(N). We can always choose a, b, ¢,d by letting a

be some multiplicative inverse of d mod N, ¢ = ad — 1, and b = 1. Also, since I';(N) is a Normal
/ /

subgroup of T'o(N), the choice of a,b, ¢, d does not matter. Then, for any v = <CCL, Z,) € I'y(N),

nea= 5 war (85 (5 w)e) e at

de(Z/NZ)*
— "4+ bc ab' 4 bd' (dz+d)k
= d/ 1 dd/ aaq +
X( )de(%z)xx ( )f(<Ca/+dc/ Cb/+dd/ z ((Ca/+dcl)z+(cb/+dd/))k

—x@) 3 tar ((&5)¢) e dt e ) = () (o @),
de(Z/NZ)*
It is clear that f(z) = ﬁ >~ fx(2), where we sum over all Dirichlet characters. Moreover, f(z)
is holomorphic at all cusps, since f](‘cl 2) is holomorphic at all cusps.
To show we have a decomposition, we need to show our sum is unique. To show a function
f cannot have two decompositions, by subtracting the decompositions it suffices to show that if

> Ix = 0for fy € My(To(IN),x) for each character x : (Z/NZ)* — C*, then f, = 0 for all
x- Note that if Y3 fy, = 0, then > f (%) (cz + d)™F = 0 for all y = (24) € Ty(N). But
S (&) ez + d)7F =3, fy(2) - x(d), which means Y, fy(2) - x(d) = 0 for all d € (Z/NZ)*.
Thus, for any fixed character 1,

0=> ¢ d) Y A =Y fi(2) Y v (d)x(d) = o(N) fu(2),
d X X d

so we are done. O

Unlike the theory of modular forms over SLs(Z), the general theory of modular forms requires
much more algebraic geometry, such as the Riemann-Roch theorem, as well as other theory that
we will not develop. Therefore, for the purpose of this thesis, we will not prove some parts of this
theory, in which case we will just state the important definitions and some results, either in the
rest of this section or in Section 5. However, we will focus on how we can apply these results to
prove theorems about congruences of the partition function, which is still very difficult, even if we
cannot prove the results.

One example of a result that can be proven using the Riemann-Roch theorem is the correspond-
ing valence and dimension formulas for any congruence subgroup I' C SL9(Z). Even the statement
will require understanding the geometry of the fundamental domain of I', and as we assume no
knowledge of algebraic geometry, we will simply note that the dimension dim M} (T") is finite for all
integers k and congruence subgroups I'. See [12, Sections 3.5-3.6] for a detailed proof.

2.7 The Hecke Operator

The Hecke operator is a key method that allows us to create new modular forms by modifying the
g-series coefficients. While Hecke operators can be defined generally for all congruence subgroups,
we will focus on Hecke operators over modular forms over SLs(Z) or T'y(N) for some N € N.
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Definition 2.14. Let m be a natural number. Then, define X,,, to be the set of 2 X 2 matrices with
integer coefficients with determinant m, and define X,,,(IV) to be the subset of X,,, with bottom-left
entry divisible by N.

Proposition 2.15. The set of matrices of the form {(8 Z) rad=m,0<b<d— 1} form cosets
for left-multiplication of SLo(Z) on X,,. In other words, every a € X, can be uniquely written as
v - (8 3) for some v € S3(Z),ad = m,0 < b < d — 1. The same set of matrices form cosets for
left-multiplication of To(N) on X,,,(N) if N,m are relatively prime.

Proof. We refer to [15, Theorem 5.2.1] where the case for SL9(Z) and X,, is proven, as it is quite
computational. We show how one can use [15, Theorem 5.2.1] to deal with the case of I'g(N) and
X (N). Let aq, ..., @, be the set of matrices {(8 3) cad=m,0<b<d— 1}. Then, since SLy(Z)w;
are disjoint, we also have I'g(N)a; are disjoint. To show any element « in X,,,(IN) can be written as
~yay; for v € To(IN), we know from the first part that there is some 1 < i < r and v € SLy(Z) such

that o = ~vya;. However, if we let v = (‘Zi Zi) € SLy(Z) and oy = (g g), to have ya; € X,,(N)
means the bottom-left entry of ya; must be a multiple of N. But this equals cia, and since a, N

are relatively prime, we must have N|c;. Thus, a = ya; for some ¢ and some y € I'o(N). ]

Proposition 2.16. Let a,...,a, be the matrices {(8 2) rad=m,0<b<d— 1}. Then, if f €
My (SL2(Z)), >°i(flew) € My(SL2(Z)) and if f € Sk(SL2(Z)), >2,(flai) € Sk(SLa(Z)). Like-
wise, if [ € Mk(FO(N)7X)a then ZzX(dl)_l(f|al) € Mk(FO(N)7X)’ and if f € Sk(FO(N)aX)7
Six(di) 7 H(flew) € Sk(To(N), x), where d; is the bottom-right entry of c.

Proof Sketch. We sketch the more general case of My(I'o(N),x) or Sk(I'o(V),x). The case of
SLo(Z) is done in [15, Theorem 5.2.2] and the general case is done in [15, Sections 8.1-8.2].

If f satisfies the modularity condition over I'g(IV), then f|y = f-x(d) for any v € T'o(N). Now,
55 x(d) " (fla)ly = S0 x(de) L (Fl(i))- T To(N)asy = To(N)azn, then v'aiy = azy for some
7" € T'o(IN), which means «;, a; are in the same coset for left-multiplication by I'o(NN). Therefore,
since flv = x(d')f for any v/ € T'o(N) and d' the bottom-right entry in «', the set of func-
tions f|(y7) equals the set of functions f|(y/c;) for some 7, € To(N), so (3, x(di) " (flew)) |y =
Sox(d) 7 Hfl(ay)) = X2, x(di) L fey. This verifies the modularity condition.

We have that )
zi:f‘ai: Z f(aza—lk > CmF2g k.

ad=m,0<b<d—-1

However, we note that f (%H’) still being holomorphic or vanishing at all cusps follows from

Corollary 5.4. While we are referencing a future section, we note that Proposition 5.1, Proposition
5.3, and Corollary 5.4, read in order, can be fully understood with the current background. O

We can now define the Hecke operator on modular forms using the above results.

Definition 2.17. The Hecke operator T'(m) is defined as follows. For f € My(SLa(Z)) or f €
M(To(N), x) with ged(m, N) = 1,

frm =nt S @ (5 )= X et (),

ad=m,0<b<d—1 ad=m,0<b<d—1

If there is no Nebentypus character, we can drop the x(d) term.
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By Proposition 2.16, T'(m) is a map from M} (SLa(Z)) to Mi(SL2(Z)) and from Si(SL2(Z))
to Sp(SL2(Z)) (note that x(a) = x(m) - x(d)~!). We also have that if gcd(m, N) = 1, T'(m) is a
map from My (To(NV)) to My(To(NN)) and from Si(I'o(N)) to Si(To(N)).

As f (%‘H’) has a very simple g-expansion formula in terms of the g-expansion of f, it is quite
easy to compute the g-series of f|T'(m) given the g-series of f. For f(z) =3, -, A(n)q", it equals

ATy =" 3 x@ed () | o (13)

n=0 \a|gcd(n,m)

(See [15, Theorem 5.2.4] for proof in the case of forms in My (SL2(Z)) and [15, Exercise 8.2.6] for
the general case). However, due to finite dimensionality of modular forms of fixed weight, we can
express f|T(m) as some linear combination of some known basis for the modular forms. As an
example, since S12(SL2(Z)) has dimension 1 and is spanned by A, we know that A|T(m) = ¢, A
for some ¢y, It turns out with this fact, and with Equation (13) to see how the Hecke operator acts
on the g¢-series coefficients, one can show

7(m)7(n) for ged(m,n) =1
= 7(p)7(p®) — p'tr(p®~!) for p prime, a € N,
where we recall that A(z) = > o, 7(n)q" (see [15, Exercises 5.2.5-5.2.7]). We will, however, see

several examples in Sections 4, 6, and 7 of how one can use Hecke operators to establish partition
function congruences, and in Section 4 we will do so by explicitly establishing values of f|T(m).

2.8 Half-Integral Weight Modular Forms

While we have been exclusively dealing with integral-weight modular forms, over the past 50 years,
many results related to half-integral weight modular forms have arisen. The initial idea is to look
at the classical theta function , ,
@(Z) — Ze2mn z _ an .
neL nez

It will turn out that © has the following transformation law that allows us to define it as a weight
1/2 modular form over I'g(4). Let /z for z € C\{0} be the branch of \/z with argument in the
interval (—7/2,7/2]. Define &4 to equal 1 if d = 1 (mod 4) and to equal i if d = 3 (mod 4). Finally,
for d odd and ¢ € Z, define the Kronecker symbol (5) to equal the standard Jacobi symbol <ﬁ>
when at least one of ¢, d is nonnegative, and to equal — (@) if both ¢, d are negative. Then, if we
define

e ez c
J(y,2) = {id)gd +d cig

with v = (2%) and () representing the Kronecker symbol, it is known (see [24, 23]) that

O(v2) =j(7,2)0(2) Vv e€To(4).

We now define a half-integral weight modular form as follows.
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Definition 2.18. Let I" be a congruence subgroup of level N. Moreover, let x : (Z/NZ)* — C*
be a Dirichlet character. For k a nonnegative integer, a holomorphic function f on H is is in
M]H_l (Pa X) if

2

foyz) =jlv,2)* T x(d) - f(z) VyeT

and f is holomorphic at all cusps, i.e. f(vz)/(cz+d)**1/2 is holomorphic at ico for all v € SLy(Z).
If f vanishes at all cusps, then f € S, 1(T,x). As in the integral weight case, if x is the trivial
2

character, we have the spaces M, 1 (') and S, 1(I'), respectively.
2 2

Since © is a modular form in M /5(T'0(4)), we will usually require N to be a multiple of 4 for
half-integral weight modular forms. For the purpose of this thesis, we will only be looking at half-
integral weight modular forms over I'o(N) and I';(N) for some 4|N. We will not be delving much
into the theory of half-integral weight modular forms, but will simply state some results needed
about them later on and explain how they are valuable. For readers interested in learning about
half-integral weight modular forms, we point to [7], which gives a good summary of [24, 23].

We will need to define Hecke operators on half-integral weight modular forms, though we will
only need to look at the operator T(p?) for p prime on Sk+% (To(N), x), for the case pt N. We will
later see a definition for the Hecke operator for S,H%(Fl(N)), when p = —1 (mod N), and we will

not need to deal with any other cases.
For any f € S, 1(Do(N),x) = >_,51 a(n)q", we define the Hecke operator T} (p?) to satisfy
3 >

[e.9]

fIT () = (a(p%) + x(p) ((_lp)kn> P a(n) + x(p*)p*a (;)) ¢, (14)

n=1

where a(n/p?) := 0 if p? { n [24, Theorem 1.7]. Like in the case of the integral weight modular form
with Nebentypus character y, we wish to sum x(a) - f] (8 3) for ad = p%,0 < b < d — 1, though due
to the weird sign issues when taking square roots and the functional equation of ©, we will note
that our Hecke operator will become (14).
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3 The Partition Function and The Ramanujan Congruences

Recall that the partition function p is an arithmetic function such that p(0) = 1 and p(n) forn € N
is the number of ways to represent n as the sum of at most n positive integers, where order does not
matter. As a result, we can think of p(n) as the number of ways to write p(n) = ay-14-a2-2+a3-3+- - -
for nonnegative integers aq, as, as, ... since all that matters is the number of times we have each
integer in our sum. Therefore, we have the formal power series

Zp

The right hand side of (15) can be seen to converge to a nonzero value for |¢| < 1 by taking
logarithms, so (15) is true for all ¢ = €*™*, z € H. We also have the following theorem by Jacobi.

;:]8

(o]
Q+d++--)=J[0-d) . (15)
1 =1

-
Il

Theorem 3.1. [15, Theorem 5.1.4] For q = 2™ the cusp form A = 1728 . (E4 Eg) IS
S12(SLo(Z)) satisfies

00 00 —24
= H (1-¢")"=q- (ZP(”)Q”) : (16)
n=1 n=0

This will allow us to define the following function.

Definition 3.2. Let 7(z) be the function such that 7%4(2) = A(z). Specifically, we choose the root

such that .
n(z) _ eiwz/lQ . H(l o qn) _ eiwz/12 . (Zp(n)qn> ]
n=1 n=0

The above results give a strong reason to suggest the theory of modular forms can be quite useful
in understanding the partition function. In fact, many of the results that have been established on
partition function congruences involve establishing that certain functions are modular forms and
relating these functions to the partition function.

Our goal in this section is to prove three famous congruences proven by Ramanujan. Specifically,
we will show that for all integers n > 0, we have

p(5n +4) =0 (mod 5)
p("Tn+5) =0 (mod 7)
p(11n +6) =0 (mod 11).

There exist several known proofs of these congruences. We will show a proof of all three
congruences which only requires the theory of modular forms over SLy(Z).

3.1 The Serre derivative

2miz

For a function f(z) with g-series >, a(n)q" for ¢ = ™, we define the D-operator and the Serre

derivative as follows.
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Definition 3.3. We define D as the differential operator such that

1 d

d - n
Df::q-d—qf:Zna(n)q =55
n=0

Definition 3.4. For f € M (SL2(Z)), we define the Serre derivative 6y as

0u(f) = Df ~ - Baf.

The Serre derivative is a useful operator for the following two reasons:

Proposition 3.5. We have that 0 is a linear operator and satisfies the product rule for modular
forms f € My,g € M.

Proof. The fact that 0y is linear is straightfoward to verify. To show the product rule, note that
fg € My (SL2(Z)). Therefore,

d (k+ k)

1
Orri(fg) = %@(fg) ~ 13 Esy-(fg)

1 d d k K
= o (fdzg—i_gdzf> - (12E2f> 9— <12E29> f
= (6kf)g + (Brwg)f,

as desired. 0]

Proposition 3.6. We have that 0, maps My(SLo(Z)) — Myio(SL2(Z)) and Sk(SLa(Z)) —
Sk+2(SLa(Z)).

Proof. We know that Es(z) is holomorphic at ioco, and we have that Df is holomorphic at ioo if
f is, and Df vanishes at ioco if f does, by the g-series expansion of f. Therefore, we just need to
verify the modular condition.

Let f'(z) denote the derivative of f at z. Note that for v = (2 %) € SLy(Z),

1 d

F02) o = 309 = 22 (les+ @ 52)) = P s+ @ + ckf(e)(es + .

dz

Therefore,

oS (02) = 15 (Baf)(32) = 5 (P ez + A2 + ch () (e + ) = 2 (Ba(y2) f(o) ez-+a)

Forv=(§1), 72 =z+1,s0 we have 0y f(2+1) = Df(2+1) — & Esf(2+1) = Df(2) — L Ea f(2) =

O f(2) by our g-series expansion. For vy = ((1J 7)1)7 we have vz = —1/z. Since Eo(—1/2) = 22F3(2) +
%, we have
N L ey ke k1) K k2 K b1 6
Okf< z) = o (f ()" + kf(2)z ) 12E2(z)f(z)z 12f(z)z —
1, k b2 -
= 5=/(2) = 5 (B2f)(2) | 2777 = Ok f(2) - 2"77. O
27 12
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3.2 The Ramanujan Derivative Identities

We define the functions P, Q, R as follows:
P=1-24) o1(n)q"
n=1

Q=1+240) o3(n)q"

n=1

R=1-504)a5(n)q".
n=1

Note that for ¢ = €>™# there are just the functions Fs(2), F4(z), Eg¢(z), respectively. The following
identities involve the differential operator D = qd% and P, Q, R and will be incredibly useful in
establishing the Ramanujan congruences of the partition function.

Theorem 3.7. We have

_ L ip
DP = 5(P"=Q)
DQ=(PQ - R)
DR = %(PR—QZ).

Proof. Note that by Proposition 3.6, we have that 0,FE4 € Mg(SL2(Z)) and 0sEs € Ms(SL2(Z)).
We know that Mg(SL2(Z)) and Mg(SL2(Z)) are 1-dimensional vector spaces spanned by Eg and
Ejg respectively, so we have that D@ — %EQQ =c1FEg = R and DR — %EQR = coFg = Q? for
some c;,cy € R. Comparing the ¢%-coefficients tells us that ¢; = —% and cg = —%. Thus, writing
Ey = P gives us DQ = +(PQ — R) and DR = (PR — Q?).

We now just have to prove the first of the three identities. To show this, we prove that
- E)(2) — 5 E3(2) € My(SLo(Z)). However, we know by Equation (12) that Ea(z) = Ea(z + 1)

and F»(—1/z) = 22Ey(z) + £ 2, which means that

1 1 1 1
—_FE! 1) — —F? 1) = —FE\(2) — —E?
i 5(z+1) 19 5(2+1) o 5(2) 19 5(2)

1 -1 1 -1 22 [(d 1 1 6 \2
omi 2< 2 > 1272 ( 2 > omi (dz 2( z>> 12 <Z 2(2) + mz>
2 (d [, 6 1/, 6 \?
= % <dZ (Z EQ(Z) + MTZ)) — ﬁ (Z EQ(Z) + 7/7T2>

2

and

2 6 1 6 \?
=" (2zE 2E} — ) - = (*E —
5 ( 2Eo(z) + 2°FE5(z) + i7r> T (z 2(2) + z'TrZ)
4 4
z z 1 1
= 7E, — 7E2 = 4 7E/ - 7E2 .
o 2(2) 12 5(2) =2 <2m’ 2(2) 12 2(2)
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Therefore, we have 5 E)(z) — 15 E3(z) € My(SLy(Z)) as the modular relation is preserved under
the two generators of SLy(Z) and we clearly have a holomorphic g-series expansion around ioco.
Therefore, 5= FE}(z) — {5E3(z) = DP — 1. P? must equal ¢3Q as M4(SL(Z)) has one dimension,
and by comparing leading coefficients, we know c3 = —1—12. Thus, DP = %(P2 — Q) as desired. [

3.3 The Ramanujan Congruences

We now have the necessary toolkit to establish Ramanujan’s congruence identities.

We first outline the general method of proving the Ramanujan congruences. First, for our prime
¢ € {5,7,11}, we will establish that AP-1)/24 (which equals A for £ = 5, A? for £ = 7, and A®
for ¢ = 11) is congruent modulo ¢ to D(f) for some f which is a polynomial of P, @, and R. We
will do this by looking at the g-series expansions of P,Q, R and using the Ramanujan derivative
identities. This means that the ¢‘™ coefficients of AP=D/24 st be 0 modulo £. T hen, we note
that AC=D/24 — g(#=D/20 T1(1 — g T[(1 - ¢)~} = T[(1 — ¢™) - T[(1 - ¢")~" (mod ). We
will use the fact that [J(1 — ¢)¢ is a power series in ¢ to show we can divide by [](1 — ¢™)*
to get that q(g ~D/24 . TI(1 — ¢")~" must have all of the ¢ coefficients congruent to 0 modulo
¢. Finally, we recall that [](1 — ¢")~! = 3. p(n)q", which will mean p(n) = 0 (mod ¢) whenever
n= —ZT (mod ¢), which will precisely be the Ramanujan congruences.

We now prove the Ramanujan congruences rigorously, following the method in [6].

Theorem 3.8. For all integers n > 0, we have p(5n +4) =0 (mod 5).

Proof. Note that since n = n® (mod 5), we have that o1(n) = o5(n) (mod 5). Therefore, we have
that @ = 1 (mod 5) and P = R (mod 5) when written as g-series, since 240 = 0 (mod 5) and
—24 = —504 (mod 5). Thus, we have that

1728A = Q* — R? = Q — P? (mod 5)

and by Theorem 3.7, we have
3DP = Q — P? (mod 5),

so as 1728 = 3 (mod 5), we have DP = A (mod 5). Now, using the product formula for A and the
fact that (1 —¢")?% = (1 — ¢**") (mod 5), we have

0 0 _ n\25 e’}
DPzAqu(l_q")%qu((ll_%qu 1H ¢*") (mod 5).
n=1 n=1 n=1

Dividing the left and right by [J(1—¢?*") and using the product formula for the partition generating
function gives us

DP. H 25n 1=y. H (1—q¢")t=gq- (Z:Op(n)q”) = Z:lp(n —1)¢" (mod 5).  (17)

However, we know DP = 3~ - (no1(n)q" and no1(n) = 0 (mod 5) if 5|n. Thus, since [](1—¢*")~!
is a power series in ¢°, we clearly have that the left hand side of (17) has all ¢°" terms congruent
to 0 modulo 5. Thus, (17) gives us p(5n — 1) = 0 (mod 5) for all n > 1. O

Theorem 3.9. For all integers n > 0, we have p(7Tn+5) =0 (mod 5).
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Proof. Note that Q2 = Eg = 1 + 480 > n>107(n)g". Since n” = n (mod 7), we clearly have
o1(n) = o7(n) (mod 7). Thus, as 480 = —24 (mod 7), we have Q? = P (mod 7) when written as g-
series. Also, since 7|504, we have R = 1 (mod 7). Thus, by repeatedly using Q> = P, R =1 (mod 7),
we have
Q= R*?=(PQ-1)>=PQ(PQ—1)— (PQ—1)
= (P2Q? — PQ) — (PQ — R) = P(P* — Q) — (PQ — R) (mod 7).

But noting that P? — Q = 12DP and PQ — R = 3DQ gives us
d(P?) 3 aQ _ d(P?+3Q)

dq 1 dqg e dq N
This means that (Q® — R?)? has ¢ coefficients congruent to 0 mod 7, since if P2 +3Q = Y a(n)q",
then —D(P? +3Q) = > —na(n)q".

Now, very similarly to Theorem 3.8, we have

(Q* - R??=12P-DP -3DQ = — —D(P? +3Q) (mod 7).

oo
(Q*—R*)? = 1728°A? = A2 = ¢2 <Zp ) H 1-¢gM* = (Zp (n— ) H(l—q49”) (mod 7),
n=1
and therefore,
oo
H i) 1—an— " (mod 7). (18)
Again, since [J(1 — ¢*")~! is a power series in ¢7, the left hand side of (18) has all ¢ terms
congruent to 0 modulo 7, as (Q® — R?)? does. Thus, p(7n —2) =0 (mod 7) for all n > 1. O
Finally, we prove the congruence modulo 11.
Theorem 3.10. For all integers n > 0, we have p(11n 4 6) =0 (mod 11).
Proof. First, since 11|264, by using the g-series expansion of E1g, we have that
QR = E10 =1 (IIlOd 11) (19)

Next, note that Fio =1+ 628? n>1 o11(n)q™. Also, M12(SL2(Z)) has dimension 2 and contains

A, which is a cusp form and has a nonzero ¢' coefficient, which means f,g € Mi2(SLy(Z)) are
equal if their ¢° and ¢! coefficients are the same. Thus, one can verify that

441Q% + 250R? = 691 E12 = 691 + 65520 ) _ 11 (n)g".

n>1
Noting that n'' =n (mod 11) and thus o11(n) = o1(n), we have that

Q°—3R* = 441Q%+250R = 691465520 Y~ 011(n)¢" = =242 01(n)¢" = —2P (mod 11). (20)

n>1 n>1
By writing R = Q! and P = 3(Q® — 3Q7%) = 5Q3 — 4Q 2 (mod 11), we have that
P? —3P3Q — 4P?’R+ 6QR = (5Q° —4Q )5 — 3(5Q% — 4Q72)3Q — 4(5Q% —4Q72)?Q "' + 6
= 3125Q% — 12875Q'" + 20800Q° — 16554 + 6258Q ~° — 1024Q ~1°
=QY —5Q" +10Q° —10+5Q° — Q' (mod 11) (21)
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and
(- R’ =(Q-Q ) =Q"-5Q"+10Q° —10+5Q° — Q" (mod 11).  (22)
Thus, (Q* — R?)®> = P> — 3P3Q — 4P?R + 6QR (mod 11). Next, note that by Theorem 3.7,

D(3P* — 4P*Q +5PR) = (P +3PQ + 5R)DP —4P?%dQ + 5PdR
= (P?+3PQ + 5R) - (P2 Q) — 4P?. é(PQ —R)+5P- %(PR - Q2

= P5—3P3Q — 4P2R + 6PR (mod 11), (23)

where in the final line of (23), the equivalence is true simply by expanding as a polynomial in P, @,
and R. Therefore, we have that (Q3 — R?)> = D(3P* — 4P%2Q + 5PR) (mod 11), so we have the
q'"™ coefficients of (Q® — R?)® are divisible by 11.

We finish similarly to Theorems 3.8 and 3.9. Note that

(Q3 *R2>5 = AS — q2 <§:p( > H 121 — (Zp n—>5 ) ﬁ 121n Il’lOd 11)7
n=0

n=1

and therefore,
[o.¢]

H g121m)~1 = ZP n—5)¢" (mod 11). (24)

Again, since J](1 — ¢'?'")~! is a power series in ¢'!, the left hand side of (24) has all ¢ terms

congruent to 0 modulo 7, as (Q® — R?)® does. Thus, p(11n —5) = 0 (mod 11) for all n > 1. O

What is perhaps the hardest part of proving the Ramanujan congruences, even given the general
outline, is to find some polynomial f of P, @, and R such that Df = A-1)/24 (mod /). In fact,
one may wonder how one may come up with taking P®> — 3P3Q — 4P?R + 6QR and trying to show
is congruent to A®. One way is to note that if P,Q, and R are viewed as weight 2,4, and 6 modular
forms (where P is really a quasi-modular form) then since QR = 1 (mod 11) is weight 10 and
(Q3 — R?)% is weight 60, it is reasonable for some weight 10 quasi-modular form in terms of P, Q,
and R to be congruent to (Q® — R?)%, and by playing with the first few g-series coefficients, there
are not too many options.

Perhaps a more natural way is to show that AP =D/24 pag s ¢'" coefficients congruent to 0
modulo ¢ is using the Hecke operator, though we chose not to use this method as we will see this
method repeatedly used in the next section. The idea is to show that A*~D/24T(¢) = 0 (mod ¢)
by noting that AE=1)/ 24T () is a cusp form of weight £ _1, and the dimension of cusp forms of
this weight is 622—21. It is thus possible to show that if the first few coefficients of A ~1/24|T(¢) are

congruent to 0 modulo £, then A ~D/24|T(¢) = 0 (mod ¢). We can use this fact and the way the
Hecke operator changes the ¢-series expansion to show AP =D/24 pag its ¢ coefficients congruent
to 0 modulo ¢.
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4 Hecke Operators over M;(SLy(Z)) and Another Family of Parti-
tion Function Congruences

In this section, we will show another family of congruences relating to the partition function that
can be established solely using the theory of modular forms in M (SLy(Z)). While many more
general congruences can be established using the more general theory of modular forms (such as
half-integral weight forms or forms with Nebentypus character), we will primarily deal with such
congruences in Section 6. We mostly follow several of the results in [18] that only require the theory
of modular forms in My (SL2(Z)), and will see that we can still prove many fascinating congruences.
These congruences will primarily deal with primes from 13 through 31, and all follow a very similar
set of calculations. Specifically, we will get congruences which give us information about

k. (24 1
p<£ ( n;fg’k)_‘_ ) (mod /),

for primes 13 < ¢ < 31 and all positive integers k, where 7y, is the unique integer between 0 and
23 such that ¥y, = —1 (mod 24).

The method followed generally follows that presented in Section 4 of [18], though we significantly
change the way this is presented to explain a more general theory behind the congruences we are
proving. We also note that the cases 13,17, 19, 23 are done in [18], and although the cases ¢ = 29, 31
were not done, they follow from the same approach.

4.1 Preliminaries

We start with the following simple but crucial result, proven in [26, 25].

Proposition 4.1. Suppose that fi1, fo € My(SLo(Z)). Then, for any prime ¢, fi = fo (mod ¥) if
k

and only if for all n < {5, the coefficients of ¢" in f1 and fo are congruent modulo £.
Proof. The only if direction is trivial. For the if direction, we prove this via induction on k.

Let a1(n),az(n) represent the ¢™-coefficient of f1, fa, respectively. If k € {0,4,6,8,10,14}, then
f1 = a1(0)Ey, and fo = az(0)Ey, where Ej is the normalized Eisenstein series for k > 0 and E = 1
if Kk = 0. We know that Fj has integral coefficients as Ey, Fs do, and since a1(0) = az(0) (mod ¢),
we have f1 = fo (mod £).

Now, for k = 12 or k > 14, choose some a,b € NU {0} such that 4a + 60 = k. Then, defining
fi = fi + (a2(0) — a1(0))E$EL, we have that f] = f1 (mod ¢) and f] — fo € Sk(SLa(Z)), which
means % € Sp_12(SLy(Z)) as A has no zeroes in H. However, since A = g + 1728¢> + ..., we

have that if a;(n) = az(n) (mod ¢) for all n < %, then the ¢"-coefficient of fiifz is congruent to

0 modulo ¢ for all n < % = % — 1. By our induction hypothesis, this means % =0 (mod ¢),
and thus f{ — fo =0 (mod ¢) and f; = f] = f2 (mod ¢). O

We also will need the following important fact about the Bernoulli numbers to prove a stronger
version of Proposition 4.1.

Proposition 4.2. [26, Lemma 4] Let £ be a prime and v be a nonnegative integer. Then:

(a) If (¢ —1)|2v, then £Ba, is an integer and {Ba, = —1 (mod /).
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(b) If (£ — 1) { 2v, then 32—31” is (-integral, i.e., when reduced, { does not divide the denominator.
Moreover, Bgf)“ reduced modulo £ only depends on 2v modulo £ — 1.

Given these two results, we can prove the following corollary which strengthens 4.1.

Corollary 4.3. Suppose that f1 € My and fo € My where k = k' (mod ¢ — 1). Then, they are

congruent modulo £ iff for all n < max ( kb

197 ﬁ) , the coefficients of ¢ in fi1 and fo are congruent

modulo .

Proof. Note that by Theorem 4.2a, we know that

Era(z)=1- 2%(‘_1” S o a(n)g" =1 2;2 — ? S o0 s(n)g".

n=1 n=1

While Ey,_; may not have integer ¢-series coefficients, the denominators all divide the numerator of
By_1, which means that there is some integer ay such that a; =1 (mod ¢) and a;Ey_; has integer
g-series coefficients. This clearly implies ayE;—1; = 1 (mod p), as £ does not divide the numerator of
¢By_;. Now, assuming WLOG that k < k', if &' —k=r({ —1), then f1 - (ag- Ey—1)" = f1 (mod ¢)
and f1-(ag- Ee—1)", fa € My NZ[[q]], so we can apply Proposition 4.1 on f; - (a;- Ey—1)" and fo. O

Next, we define the following operators:

Definition 4.4. We define U and V as operators that act on formal power series in ¢ such that
for all positive integers M,

and

We note that for primes ¢, U(¢) corresponds closely to the Hecke operator, as we show below,
and V(¢) corresponds to replacing z with ¢z.

Proposition 4.5. For{ prime and f =) a(n)q"™ € Mi(SL2(Z)) fork > 2, flU¥) = f|T(¢) (mod ¢).
Proof. As ¢ is prime, we use Equation (13) to get

[e.9]

ATO=>"1 > dk—1a<€d'2”> q".

n=0 \d| ged(n,f)

Since £ is prime, d can only be 1 or £. We do not care about the d = £ case since £¥~! =0 (mod ¢).

Therefore, modulo ¢, this equals
[o¢]

> a(t-n)q" = flU). D

n=0
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2mi(z)n qén

We also note the following, which follows immediately from the fact that e
Proposition 4.6. f(z)|V({) = f(¢z).
Next, we define the following two functions:

Definition 4.7. For ¢ > 5 prime and k,n € Z, define F({,k;z) as a power series over g with
coefficients in Z/¢7Z such that

kn
Fl, k;z) = Z p<£ 22_1>q” (mod ¢)

n>0
24|10k n41

Definition 4.8. For ¢ > 5 prime and k,n are positive integers, define a(¢, k,n) € Z/¢Z such that

~ A 240)10(04)) [V (24)
Zoa(ﬁ,k,n)q" = ( 7 21) ) (mod ?)

We now prove a few results which will be key preliminaries in our main theorems of this section.

Theorem 4.9. [18, Theorem 6] If £ > 5 is prime and k,n € N, then

k
P (6 nQZ 1> =a(l,k,n) (mod ?).

Proof. First, note that

k Zk
n" (¢ ) (e% 1)/24 H < ¢ ) (Zp n+(£2k—1)/24> ) H (1 _ qﬁ’cnyk,

77( ) n>1 (1—q") n>1

where we used the product formula for the partition generating function. Applying the U(¢*)
operator to both sides and simplifying the right hand side gives us

ek gk .
2 (#) - (Zp e 1/?4) v T
n>1
_ <Zp (gkn + B(gk)) qn+“%_1)ﬁi4+wk>> Jra-a"
n=0 n>1

where 3(¢%) is the unique positive integer less than ¢* such that 243(¢, k) = 1 (mod ¢¥).
Since / is prime, we have that (1 — qfk)ek =(1- q)fzk (mod ¢), so

and thus,

A(Z%—l)/24(z)

U( ) = (Zp (Ekn—l—ﬁ(ﬁk)) ”+W> : H (1- q”)gk (mod /).

= n>1
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We can divide both sides by [],,~; (1 —q")ék and preserve congruence modulo £ as the denominator’s
leading coefficient is 1, which is relatively prime to ¢. Thus,

NG 1/24 ]U Ek
[1(1-qm*

n>1

2k _1)/2448(6%)

ip (Fn 4 5069 5 (mod 0),

We replace ¢ with ¢?* (or equivalently take the V(24) operator of both sides) and divide both sides
by qék to get

V(24) e 248(0k)—1

(A(f2k71)/24(z)‘U (gk))
Z (Cn + BN & (mod ).

qék H ( 24n)ék

n>1

However, it is clear that the left hand side equals > a(¥, k,n)q"™ and that the right hand side equals

kn
Z p<€ 2:1)anF(f,k‘;2) (mod ¢)

n>0
24|€Fn4-1

since /*n = —1 (mod 24) is clearly equivalent to n being of the form 24n’ + (243(¢%) — 1)/¢* for
some n’ > 0. This concludes the proof. O

Proposition 4.10. [18, Proposition 7] If £ > 5 is prime and k is a positive integer, then
Fl,k+1;2) = F(£,k; 2)|U(¢) (mod ¢).

Proof. By definition of F(¢,k; z),

Rk =| 2 (5 ) [po = (S5 ) e

n>0
24|0Fn+1

where we let p(a) = 0 if a is not a nonnegative integer. Therefore, this equals

5 Hin + 1
S (271+> ¢" = F(¢+1,k; 2) (mod 0). O
n>0
24|k 1n41

4.2 Congruences of F(/,k;z) modulo ¢

For all primes ¢ > 5, we provide a general framework that, under certain conditions, will allow us to
prove that F'(¢, k; z) is congruent modulo ¢ to 751((22%;)) for some integral-weight modular form f over
SL2(Z). We will show in later subsections of this section that the primes ¢ = 13,17, 19, 23,29, and
31 satisfy the necessary conditions, allowing us to prove many congruences relating to the partition
function modulo these primes only using the theory of modular forms in My (SLy(Z)) that we have

already established.
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For any prime ¢ > 5, define 9, := 522—?. Note that A%(2)|T(£) is a cusp form over SLy(Z)

€22_ L and the smallest n such that the ¢"-coefficient of A%(2)|T(¢) is nonzero is at

least [%ﬂ = V;T}l} = [%]. Let r = [%} and assume that for some k' € N and some cusp form
f(2) € Si(SLy(Z)) with integer coefficients, we have A%(2)|U(¢) = f(z) (mod £). Next, suppose
that

with weight

F)IUX) = g(2) (mod ¢) (25)
and that
(A%(2) - g(2))|U(¢) = cf(2) (mod £) (26)

for some k" € N, ¢ € Z/lZ and cusp form g(z) € Sp(SL2(Z)) with integer coefficients. Then, we
will have that by Definition 4.8 and Theorem 4.9,

A% (2)|U(0)) |V (24) _ f()IVI(24) _ f(247) (mod )
n(242) Conf(242) f(242) |

F,1;2) = (

Now, if F(£,2k +1;2)=¢ - 7?;((22%;)) (mod ¢) for some ¢ € Z/{Z, then note that

nt(24z) = ¢* - H (1- q24”)€ =4 H (1 — q24£n) = n(240z) (mod ?).
n=1 n=1

Therefore, we have F(¢,2k + 2;2) = F({,2k 4+ 1;z)|U(¢) (mod ¢) by Proposition 4.10, and since
n*(24z) = n(24£z), which is a power series in ¢,

242)|U (¢ 24
U(E)Eclf( Z)‘ ( ) Ec/g( Z) (modg),

n24z) )
using (25) and the fact that 24, ¢ are relatively prime in the last congruence. Similarly, we have
F(0,2k + 3;2) = F(£,2k + 2; 2)|U(¢) by Proposition 4.9 and 5% (2rz) = 1(24¢2z) which is a power
series in ¢‘. These equations mean

F(l,2k+2;2)=¢ - f(242)

242) g(2) - nP1(24z) g(z) - A%(242)
F(¢,2k + 3; E/-g( U)==¢c- Ul =¢ . 2222 = 227
(62k+3;2) = 1(242) (6)=c n(242) - 7?1 (242) () 17 (242) (t)
L (g Aa) U0, fe) |
=c 212 =c-c 242) =c-F(l,2k+1;2) (mod ¢).
As a result, by inducting on k, we get for all integers k > 0,
_ ok f(242)
Flt,2k+1,2)=c 212 (mod ?) (27)
_ ok 9(24z)
F(l,2k+2,2)=c 1(212) (mod ?). (28)

In the next 6 subsections, we use these results to prove congruences for primes ¢ between 13
and 31. We note that the general framework is to find modular forms f, g such that A% (2)|U(¢) =

f(2) (mod ¢) that satisfy equations 25 and 26, so that we can apply equations (27) and (28) to find
our desired congruences.
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4.3 The case ¢/ =13

For ¢ = 13, we have §; = 7. One can verify that A7|U(13) = 11A(z) (mod 13). Since A7|T(13) and
A are weight 84 and 12 cusp forms over SLs(Z), and 84 = 12 (mod 12), by Proposition 4.5 and
Corollary 4.3, we only need to verify the coefficients of ¢" for n < 7. Thus, f(z) = 11A(z). We can
similarly verify that A(2)|U(13) = A(z)|T(13) = 8A(z) by checking only the terms of ¢" for n < 1,
and A8(2)|U(13) = A®(2)|T(13) = 4A(z) by checking only the terms of ¢" for n < 8. Thus, we can
set g(z) = 10A(z) = 8- 11A(z) (mod 13), and ¢ =6 = 8 -4 (mod 13). By (27) and (28), we get

A(24z)

. == . k"  —— . k . 11

F(13,2k +1;2) =116 B = 11-6% - nt'(242) (mod 13), (29)
A(24

F(13,2k +2;2) =10 -6~ - 77((245)) =10- 6" - n?3(242) (mod 13). (30)

Therefore, by using Definition 4.7 to define F'(13, k; z), using Equations (29) and (30), dividing by
q'! for the 2k + 1 case and ¢?? for the 2k + 2 case, and then replacing z with 2/24, we have

(o) o0
132541240 + 11) + 1
p( G 2”; )+ )q”511~6k~H(1—q”)11 (mod 13), (31)
n=0 n=1
[o@) [oe)
132642(24n, + 23) + 1
p ( ( 2"; )+ ) ¢"=10-6"-T] (1 -¢")* (mod 13). (32)
n=0 n=1

4.4 The case ¢ =17

For ¢ = 17, we have d; = 12. One can verify that A2|U(17) = 7TA(2)E4(z) (mod 17), by using
Proposition 4.5 and Corollary 4.3 and verifying the coefficients of ¢" for n < 12. Thus, f(z) =
TA(z)E4(z). We can similarly verify that (A(z)E4(2))|U(17) = TA(2)E4(z) by checking only the
terms of ¢" for n < 1, and (A'(2)E4(2))|U(17) = 13A(2)E4(2) by checking only the terms of ¢"
for n < 13. Thus, we can set g(z) = 15A(z), and ¢ = 6. By (27) and (28), we get

— gk A(242)E4(24z)

= 7(21)

6k . A(242)E4(24z)
1(242)

Therefore, by using Definition 4.7 to define F(17, k; z), using Equations (33) and (34), dividing by
q" for the 2k + 1 case and ¢?® for the 2k + 2 case, and then replacing z with z/24, we have

F(17,2k + 1; 2) =7-6"-77(242)E4(242)  (mod 17), (33)

F(17,2k + 2;2) = 15 - =15-6" - ?3(242)E4(242) (mod 17).  (34)

e 172k’+1 247’L+7 + 1 . o }
ZP( ( o ) >q 57‘6k'E4(2)H(1—q )11 (mod 17), (35)
n=0 n=1
) 172kz+2 24n +23) + 1 . [e%9) .
ZP< ( o0 ) >q 515‘6k'E4(Z)H(1—q )23 (mod 17). (36)
n=0 i

4.5 The case ¢ =19

For ¢ = 19, we have d; = 15. One can verify that A|U(19) = 5A(2)Es(z) (mod 19), by using
Proposition 4.5 and Corollary 4.3 and verifying the coefficients of ¢" for n < 15. Thus, f(z) =
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5A(z)Eg(z). We can similarly verify that (A(2)Es(2))|U(19) = 6A(z)Es(z) by checking only the
terms of ¢" for n < 1, and (A'%(2)E(2))|U(19) = 8A(2)Es(2) by checking only the terms of ¢" for
n < 16. Thus, we can set g(z) = 11A(2)Es(z), and ¢ = 10.

Via an almost identical set of calculations to subsections 4.3 and 4.4, we have

0o oo

1921 (24 1
Zp<9 (2Z+5)+ >an5.10k.E6 [T(t—¢"° (mod19), (37)
=0 n=1
0 o0

192642(24n + 23) + 1
ZP< ( 2”4+ )+ ) =11-10" - Bs(2) [] (1 - ¢")* (mod 19). (38)
ne0 n=1

4.6 The case ¢ =23

For ¢ = 23, we have §; = 22. One can verify that A??|U(23) = A(2)E9(z) (mod 23), by using
Proposition 4.5 and Corollary 4.3 and verifying the coefficients of ¢" for n < 22. Thus, f(z) =
A(z)E10(z). We can similarly verify that (A(z)E10(2))|U(23) = 5A(z)E10(z) by checking only the
terms of ¢" for n < 1, and (A?(2)E10(2))|U(23) = A(z)E19(z) by checking only the terms of ¢"
for n < 23. Thus, we can set g(z) = 5A(2)E10(2), and ¢ = 5.

Via an almost identical set of calculations to subsections 4.3 and 4.4, we have

0o 232k+1 Un +1)+1 . 0o §
ZP ( ( 5 ) ) ¢ =5 Eio(2) H (1—-4¢") (mod 23), (39)
n=0 sl
[e’s) 232k+2 24n, + 23 + 1 0o §
b < ( o0 ) ) "= 5k+1 . Elo(z) H (1 —q )23 (mod 23)‘ (40)
=0 n=1

4.7 The case ¢ =29

For ¢ = 29, we have 6, = 35. One can verify that A3°|U(29) = 8A2%(z)E4(z) (mod 29), by using
Proposition 4.5 and Corollary 4.3 and verifying the coefficients of ¢" for n < 35. Thus, f(z) =
8A?(2)E4(z). We can similarly verify that (A%(2)E4(2))|U(29) = 6A2(z ) 1(2) + 3A(2)Ef(2) by
checking only the terms of ¢" for n < 2, and ((6A2(2)E4(2) + 3A(2)E{(2)) - A% (2))|U(29) =
3A2(2)E4(z) by checking the terms of ¢" for n < 23. Thus, we can set g(z) = 8- (6A2(2)E4(z) +
3A(2)Ef(2)) and ¢ = 3.

We again do a similar calculation as in subsections 4.3 and 4.4 to get

00 2k+1 (94, >
S (29 + (2424+ 19) + 1) =835 By(2) 1;[ (1= g™ (mod 29), (41)
[e%9) k e

» (292 +2(24;4+ 23) + 1) ¢" =8-3" Ey(2)(6A(2) + 3E3(2)) [T (1 — ¢ (mod 29). (42)
o n=1

4.8 The case ¢ =31

For ¢ = 31, we have &, = 40. One can verify that A*°|U(31) = 10A2(2)Es(z) (mod 31), by using
Proposition 4.5 and Corollary 4.3 and verifying the coefficients of ¢" for n < 40. Thus, f(z) =
10A2(2)Eg(2). We can similarly verify that (A%(2)Eg(2)|U(31) = —(A%(2)Eg(2) + 2A(2) E3(2)) by
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checking the terms of ¢" for n < 2, and ((A%(2)E4(2) +2A(2)E(2)) - A%(2))|U(31) = A%(2) - Eg(z)
by checking the coefficients of ¢" for n < 42. Thus, we can set g(z) = —10(A2(2) Eg(2)+2A(2)E3(2))
and ¢ = —1.

We again do a similar calculation as in subsections 4.3 and 4.4 to get

5 ¢"=10- (1% Ee(z) [J 1 - (mod 31),

n=1

ip (312k+1(24n +17) + 1) °°
=0

n—

(43)

¢" =10 (=" Eg(2)(A(2) + 2E5(2)) [] (1 = ¢")* (mod 31).

n=1

2 [(31%F42(24n +23) + 1
>_p >

n=0

(44)

4.9 Summary

The functions such as Eg(2)-[],>; (1—¢")!7 (mod 31) may seem strange, so Equation (43) seemingly
does not give much information about the partition function modulo 31. However, we will see in
Section 5 that Fy(24z), Fg(24z), and n(24z) = q[[(1 — ¢**") are all modular forms over I'o(576).
Therefore, if we were to replace n with 24n, we get an interesting family of relations connecting
the partition function with modular forms over I'g(576).

However, we can also get much simpler relations which are perhaps even more interesting. For
instance, if we set n = 0, Equations (43) and (44) give us

3126+ 17 41
pI— =2

o ) =10(—1)* (mod 31)

and
<312’f+2 2341
p( 2T

o0 > = 20(—1)*"! (mod 31)

for all £ > 0. We can repeat this for all primes from 13 to 31, as well as replace n = 0 with some
other small n to get various similar congruences.

Finally, we briefly explain how one can do the required computations, such as verifying the
q"-coefficients of ((A2%(2)E4(z) + 2A(2)E3(2)) - A%0(2))|U(31) modulo 31 for all n < 42 (which is
probably the hardest verification to compute). First, we note that by our Eisenstein g-series formula
(see Equation (10)), we can compute the first n coefficients of Eo in O(nlogn) time by computing
09k—1(n) modulo £ for all n. This is done by adding (r)%**! to the t™ coefficient for all r|t,t < n.
Moreover, it is easy to multiply any power series over g by 7(z) for the first n coefficients in O(n/n)
time with the the following well-known theorem, called Euler’s pentagonal number theorem:

Theorem 4.11. [15, Ezercise 1.2.2] We have

ﬁ(l —q") = i (—1)rg @R, (45)
n=1 k=—00

Thus, there are only O(y/n) nonzero coefficients of n(z) that we have to worry about, and
multiplying by A“C(z) only requires us to multiply by 7(z) 40 x 24 times. We also only need to
calculate the ¢" coefficients for (A%(2)E4(2) + 2A(2)EZ(2)) - A%0(z) for n < 31 x 42 = 1302.
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5 Background results on Modular Forms

While the theory of modular forms in My (SLy(Z)) for even integers k gives us many interesting
partition function congruences, this theory can only get us so far. To establish a more general set
of congruences, we will need to look at a more general theory of modular forms. In this section, we
provide several results which do not represent any of the main ideas in [2], but represent important
facts the authors claim that must be established for their results to be true. Some of these are
computational results which are stated or assumed but not explicitly cited, so we provide proofs or
proof sketches of them here. Some of the computations are very straightforward but may not be
included in standard textbooks, so we cannot cite them and we therefore prove them.

Unfortunately, some of the other results stated (mainly in Subsections 5.4 and 5.6) require theory
far beyond the scope of this thesis to prove. However, these required results can be stated quite
easily given an understanding of the previous sections as well as basic knowledge of L-functions, so
we content ourselves with the statements and provide references for the interested reader.

5.1 Computing Orders of Modular Forms

Our goal here is to compute the order at each of the cusps of modular forms that scaled or shifted
by some rational number. This will allow us to verify in later subsections that certain functions
are either modular forms or cusp forms. As we will see in Section 6, these verifications will allow
Ahlgren and Ono in [2] to use the theory of modular forms to establish congruences.

Recall that for any holomorphic function f : H — C and any real number ¢, the order of f at
0o equals ¢ if lim, 00 f(2) - €727 is well defined, finite, and nonzero. Moreover, for any a € Q,
we say the order of f at « equals c if the order of f|x7y is ¢ at ico for v € SLao(Z) sending ico to a.

Proposition 5.1. Suppose f : H — C is holomorphic and has well-defined order at all cusps.
Then, for any positive integer N, f(Nz) has well-defined order at all cusps. We can also explicitly
compute the order of f(Nz) at a cusp « in terms of only N, «, and the order of f(z) at Na.

Proof. To compute the order of f(Nz) for some a € Q, let v, = <a1 b1> and vy = <a2 b2> €
c di co do

SLy(Z) be matrices sending ico to o and N - v, respectively. Note that ‘;—i = « and %; = Na.
Then, the order of f(Nz) at a equals

ordios (SN 712) (2 +-0) ") = o (F(02 005" (V32)) - 12 ) )

LAt z k
— o1, i) (fw;l(szz» ( % (N ”dz) ) (46)

Cc12 + dl
Now, note that

—1 dQ *bg N(Ll Nb1 N(leg - Clbg Nbldg — d1b2
Y (N mz) = - 2= 2

—C2 as C1 d1 c1ag — Na102 d1a2 — NblCQ
Since ‘Z—ll = « and ‘Z—; = Na, we have ciao — Najco = 0. Moreover, we have Najds — c1by =
(CLQdQ — bQCQ) . ]\ZT? = % and d1a2 — Nblcg = (a1d2 - blcl) . %. If 75 0, then ai, a 75 0, SO
_ Nav Nbydy — dibo Na?
721(N‘71(2))—<“02 az 2= 2t b
al 2
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for some rational number . If & = 0, then a1 = ag = 0, ¢1,c2 € {£1}, b = —c1, and by = —co.
This means
-1 . —Clbg —dlbz . i
,72 (N ’}/1(2))— < 0 —Nb102>z_ N+B

for some 5 € Q. We know that 1, v2 are well defined up to multiplication by +1I for fixed «, so if

2
we define h(a) 1= N for a # 0 and h(a) == % for a = 0, we have

2

a . (CZ.VQI(N.%,Z)MQ)’“:(Qh(a))’f

2—3100 c1z +dq C1

is some nonzero rational number, so plugging into Equation (46) gives us

1/N a=0
N-(a1/az)* a#0°
Finally, it is clear that f(Nz) clearly has order N - ord;s f(z) at o = i00. O

Orda(f(Nz)) = Ord’yz(ioo)f(z) ’ h(a) - Ord(Na)f(Z> X {

ot
Proposition 5.2. For a prime £ and a positive integer t, define Eg,t(z) = Z(ft(z;' Then, Ep; has
positive order at all cusps of To(¢!) not To(€%)-equivalent to ico, which are precisely the rational
numbers a such that ¢* does not divide the denominator of ac when written as a reduced fraction.

Proof. If a € Q is Tg(¢")-equivalent to ico, then o = (ico), where v = (Z b) € To(#!). This

d

means £t|c so a = 2, where ¢*|c which means £ { a since a,c must be relatively prime. Thus, any
reduced fraction of the form ¢ where ¢! { ¢ cannot be T'g(¢')-equivalent to ico. Conversely, if @ = &
where a, c are relatively prime and ¢¢|c, one can show by Bezout’s identity (using the Euclidean
algorithm) that 3b,d € Z such that ad — bc = 1. Thus, any such « is T'g(£!)-equivalent to ioco.

Now, suppose that ¢ € Q with ¢t § c. Then, the order of nzt (2) at 2 is just % -0t since A has
order 12 at all cusps and n'? = A. Moreover, by Proposition 5.1, we can compute the order of

a 1

n(l'z) at @ = 2. If o« = 0, then the order is ordg.gn(z) - th =3- é%. Otherwise, if ffar = ‘;—,,, then if

"|c but £ f ¢ for some 0 < 7 < t, then ¢ = & and @’ = a-¢*~". Thus, we have the order of n(¢'z)

at a is % . % < % - ¢'=2_ Taking the quotient clearly gives us that
t
1" (2)

n(¢z)
as desired. ]

ordg L )

>

N

Proposition 5.3. Suppose f : H — C is holomorphic and has well-defined order at all cusps.
Then, for any rational number r, f(z+r) has well-defined order at all cusps. We can also explicitly
compute the order of f(z+ 1) at a cusp « in terms of only r,«, and the order of f(z) at a4 r.

Proof. To compute the order of f(z+r) for some a € Q, let v = <Zl Zl> and yp = <22 22> €
1 a1 2 d2

SLs(7Z) be matrices sending ioo to « and a+r, respectively. Similarly to in Proposition 5.1, % = q,
@2 — o+ r, and the order of f(z+ ) at « equals

Cc2

(47)

_ k
ey vy (r+mz) +da
012+d1 '

ordo f(z + 1) = ordgr (f(’YQ_l(T +m2)) - <
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We will not be computing the order explicitly, but we note that since v, %(r + v12) is a map in
. . . _ b
SL5(Q) mapping ico to ico, it must be of the form vy 2(r + 712) = <%3 d3> z = %, where
3
as, bs,ds € Q and asds = 1, and the matrix is unique up to multiplication by £1. Then, we have

b k
i C2'a32j3+d2 Cco - a3 k
lm [ ————— | = ,
Z—100 c1z + dl Cc1 - d3

which is a nonzero rational number. Therefore, using Equation (47) gives us

ordo(f(z 4+ 7)) = ordatr f ((%3 Zi) z) = ordgrf (W) = %2 cordg4r(f(2)).

Finally, it is clear that f(z 4+ r) and f(z) have the same order at a = ico. O

Corollary 5.4. The three statements f(z), f(Nz), and f(z 4+ r) are holomorphic at all cusps are
equivalent for N, € Z,r € Q. Likewise, the three statements f(z), f(Nz), and f(z+r) vanishing at
all cusps are equivalent.

Proof. To check the order of f(z + r) at each cusp, we use Proposition 5.3 and note that at ioco,
the order of f remains constant and at any a € Q, ord, f(z + r) = g—g -ordg+4rf(2), where ag, ds
are some rational numbers such that agds = 1, as in the proof of Proposition 5.3. This means that
3—3 is a positive rational number. Therefore, f has nonnegative order for all cusps if and only if
f(z 4 r) does, and f has positive order for all cusps if and only if f(z + r) does.

To check the order of f(Nz), we know from Proposition 5.1, which tells us ord,(f(Nz)) either
equals ordo(f(z))/N for the case o = 0, ord(ya)f(2) - N - (a1/a2)? for some a1,ay € Z\{0} if
a € Q\{0}, and ord;se f(2) - N if o = ico. Therefore, f has nonnegative order for all cusps if and

only if f(Nz) does and if f has positive order for all cusps if and only if f(Nz) does. O

5.2 Conversions of Modular Forms

In this section, we prove a few propositions under a similar theme. Namely, we show that given
some modular form f, possibly half-integral, after some change to the g-series of f or replacement
of z with a linear transformation of z, we will get another modular form.

Proposition 5.5. Let r € Z, t, N € N and 2k € N such that if k ¢ N, then 4|N. Then, if
£(2) € SK(Ty(N1)), then f(z + ) € S(T1(N#2)).

Proof. Define g(z) = f(z + §). For any v = <CCL Z) € I'1(Nt?), g(v2) equals

f(az+b+r>:f<(a+’f)z+(b+rtd)>:f<(a+7;gc) (z+° +(b+7’tj_

cz+d cz+d
Let o/ = a+ ¢, b’:b+%—§(a+rt—0), d =c, and d =d— ¢ Since a = b = 1 (mod Nt?)
and ¢ = 0 (mod Nt?), we have that o’ is an integer and o’ = 1 (mod Nt), b’ is an integer,

¢ =c¢=0 (mod Nt?), and d’ is an integer such that d’ = 1 (mod Nt). Also, a’d’ — b'¢’ = 1. Thus,

s =1 (5 ) G+ 5)) =1+ 5)a (& 5) e+ 5) =a)- it
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To show the last equality, we have ¢ (z + %) +d’ = cz+d. This proves the equality if k € N. If k ¢ N,
then e = e =1 as d,d =1 (mod N) and 4|N. Thus we need to show x.(d) = (§) (representing

C

Kronecker symbol) equals y.(d') = (?). To prove the last statement, note that for any odd
. C nw 3 _ : — _(d\ _ (d) _

prime plc, p|$ as Nt?|c. Thus, d = d’ (mod 4p) so if p = 1 (mod 4), (§) = <];> = (;) = (%),
which is true even if d or d’ are negative. Likewise, if p = 3 (mod 4), (§) = (—1)(d=1/2 (%) =
(—1)@=1/2 (%’) = (%). Also, () = (—1)(4=1D/2 even if d is negative, so (=}) = (7). Finally,
for p = 2, note that (2) = 1 for d = £1 (mod 8) and (2) = —1 for d = £3 (mod 8). If 8|c then
(2) = (—,) as |d| = |d'| (mod 8) or |d| = —|d’| (mod 8). Else, since N|c, 4]c and (4) =1 = (F).
Therefore, we have that by definition of Kronecker symbol, ( ) = ( d,).

Finally, we know f(z + 7) vanishes at all cusps by Corollary 5.4. O

Proposition 5.6. Let r,t, N € N and 2k € N such that if k ¢ N, then 4|N. Then, if

we have

Proof. Note that because

HEEOE S afmemityr,

n=0
we have that -
I 2wt J
Z a(n)q"—EZe ™ f<z+t :
n=r (mod t) j=0
Since f (z + %) € Si(I'1(Nt?)) by Proposition 5.5, the result is immediate. O

Proposition 5.7. For any prime {, any nonnegative integer k, and any function f(z) = >, <4 a(n)g"
in My, (To(£),(3)) , we have that > nsolF)a(n)g™ € My (To(¢%),(3)), where (%) represents the Leg-
endre symbol.

Proof. First, note that
/—1 r o0 /—1 ‘
$0)0 (D) -5 (8 @) )t e
r=0 n=0 \r=0

To evaluate the inner sum, note that if ¢|n, it becomes Z (%) = 0, and otherwise, it equals

-1 o ny Lo i n VI if =1 (mo
(3) ()= (2)- S ()= (5) {0 ey,

r=0 r=

The last equality comes from the quadratic Gauss sum formula, but we actually just need to show
that the inner sum equals () - ¢, for some nonzero constant ¢, independent of n. We can show
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¢ # 0 more easily by showing the Gauss sum has magnitude v// (see [14, Theorem 5.3.3]), or by
using the fact that Q[e%i/ z] has dimension ¢ — 1 with the only nontrivial linear dependence between
1,e2mi/t . e2milt-1)/t being Zf;é e2™r/t — (. What is important, however, is that the right hand

side of (48) equals
-y (%) a(n)q"
n=0

for ¢ # 0, which means it suffices to prove that the left hand side of (48) is in My(T'o(¢?), (3)).

We first verify the functional equation. For any v = < b> € T'o(£?), choose 0 < s </ —1

a
Pc d
so that as = dr (mod /) (note s is unique for fixed y,r), and define 2’ = z 4 7. Then,

) _ f< az+b 7“) _; <a(z’—s/€)+b+r€c(z’—s/£)+dr/€>

L 5202+d+£

y <(a+r€c)z/+ (b—rsc+ (dr — as)/é)) _ <<a—|—r€c b— rsc—+ d?;as) />
- (2c)2' + (d — se) B e d—ste )~

-
f(’yz—f—f ! Pe(z' —s/l)+d

_ F() (e +d — ste)t - <d _;EC> = f(:473) (Pez+a)f (?) .

For a fixed -, since ¢ { a,d, we have a bijection between values of s € {0,1,...,£ — 1} and r €
{0,1,...,£ — 1}. Moreover, since ad = 1 (mod /), we have that (7) = (7) for corresponding values
of r, s. Therefore, we have that

51710+ 5) -5 () (e ecar (5) = (501 () eevsar ().

r=0

which verifies our functional equation.
Finally, we know the left hand side of (48) has no poles at any of the cusps by Corollary 5.4. [

Proposition 5.8. Let m,N € N and 2k € N such that if k ¢ N, then 4|N. Then, f(z) €
Mk(FO(N)7X) or Sk(PO(N)7X)7 then f(mz) € Mk(FO(mN)vxl) or Sk(rg(mN),X/), where X/ =X
if k€N and x'(d) = x(d) - (%) if k € N.

Proof. To verify the modular condition, first choose v = ( mNe 3) € SLy(Z). If k is an integer,

flm ) = £ (me S =1 (e ")) n) = fm) - (miVes +-4)* - x(@),

If k£ is a half integer, then

fmae) =1 (me S0 ) =1 (5, ") ) = s ”;b>,mz>2k-x<d>.

If ¢ = 0, then the matrix is £1, so there is nothing to verify. Otherwise, this equals

sy () evmverva) xta = some) 3 (o, D)2) - () @

Since 2k is odd, we have the modular condition is satisfied.
Finally, verifying the order at each cusp is done by Corollary 5.4. O
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Proposition 5.9. [2] For any nonnegative integer k and N a positive multiple of 4, we have a
decomposition

Spr1C1(N) = D Spps(To(N). x).

X even
Moreover, if f € S, 1(I'1(N)) has coefficients in O for some number field K, then f can be
2
written as ) ay fy, where ay are algebraic numbers, and f\ € S, 1(Lo(N),x) has coefficients in
2
Oy for some possibly larger number field K'.

Proof Outline. The first part of the proof is very similar to the proof of Theorem 2.13. The idea is
to look the function g := # and define

o (z) = ) X X (d)g <(Z Z) 2) :

de(Z/NTZ)
As done in Theorem 2.13, one can exploit the symmetry behind this sum to show that g, (yz) =
X(d)gy(z) for v = (2¢8) € Io(N) and g = ﬁ -2, 9x- We can thus define fy = ©2%k+1. g so that
ﬁ > fx = f. Checking holomorphy at the cusps is straightforward, since if v = (‘c‘ g) € I'o(N),

then g (v2) - ©(y2)?**! equals f(72) - (cz + d)*T1/2 times a root of unity. We can assume our
decomposition only has even Y, since g(yz) = g(z) for v = —I will force x(—1) =1 if g # 0.

We will not be able to prove the second part with our current background, but we note that the
result comes from known decomposition theorems of f into algebraic linear combinations of Hecke
eigenforms [20, 19]. O

5.3 Eta Products and Modular Forms

We will require three claims about certain Eta products being modular forms, where Eta products
are functions of the form [[n(n;z)", n; € N,r; € Z. These are claimed in [2] without proof or
citation, as they are perhaps folklore results. We prove these lemmas using results from [16, 24].

Lemma 5.10. For any prime £ and positive integer t,

oy . —1)(¢*=1)/2pt
£ s o (227,

(71)(Zt—1)/2£t _ (ﬂ

Remark. We note that as Jacobi symbols, ~ et) by Jacobi reciprocity, but we use

the left symbol as we intend to use the Kronecker symbol.

Proof. We will use the method and cite some results from [16]. If v = (2%) € SLy(Z), where
¢ >0, ged(e,6) = 1, then
n(yz) = e(y) (—ilez + )/ n(z)

e(y) = exp (—m' (—1120((1 +d)+ Z(c +1)+ %c <Z>)> :

by [16, Lemma 1]. Here, (—i(cz + d))l/ 2 is the branch with positive real part. The proof requires
a complicated formula for () called the Dedekind sum. One can also prove (see [16, Lemma 2])

with
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that To(¢') can be generated by —I and all matrices of the form (7 Z) € To(¢%) where ¢ > 0 and
ged(6,¢) = 1, whenever ¢ > 5. For a matrix « of this form, we have

0 (v2) = o (2)-(—i(Cez + )" Pexp (‘mgt (—1125%(@ +d)+ %”C D+ %Etc <£(tlc)>) )

(et -yz) =1 (ft : ;:;;Z) =1 ((Z g;b> (52)> :

n(ltyz) =n(l'z) - (—i(lez + d))1/2 - exp <—7ri <—1120(a +d)+ Z(c +1)+ %c (Z))) . (50)

Next, note that

SO

Since £?* =1 (mod 24) and ¢*™ = 1, we have a lot of cancellation if we divide (49) by (50). If we
use the fact that (*’c (%) and ¢ (%) are odd integers congruent modulo 4, and that (&) € {£1}, a
straightforward computation of dividing (49) by (50) yields

L. e o . . ([ a
£ - L3 Caten e e ) oo (3 () -1)

It is clear that exp (% ((%) — 1)) = (%) . Also, since —i = exp (—3mi) and (¢! —1)/2 € Z, we have
that

(—i(ltc+ d) D72 exp (—im’(ft — 1)> =1.

Thus, we have

n'(v2) _n"(z) ()
n)) ~ nez) \@
for any such matrix v with ged(6,¢) = 1,¢ > 0. We know these matrices generate, and that
v(—Iz) = v(z), which one can check will agree with the Nebentypus character regardless of ¢!
modulo 4, so we are done. ]

Lemma 5.11. For any prime £,

0 e (100, (7).

Lemma 5.11 is proven essentially the same way as Lemma 5.10. We will not do the computations.

Lemma 5.12. We have
12
0(21) € 8172 Co(5T6) x12) = Sz (To(o0) (2 ).

Proof. To prove fully will be difficult, but we prove it given some facts. First, recall Euler’s
pentagonal number theorem (see Theorem 4.11), which tells us

ﬁ(l —q") = i (—1)FgBE=D/2, (51)
n=1 k=—00
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Using Equation (51), it is straightforward to verify that

o0

242’ H 24n — Z (_1) (6k—1)2 ZXU

n=1 k=—o00 nEZ

We will now use [24, Proposition 2.2], which tells us for any even character x of conductor NV,
Y onez x(n)g™ € M j5(To(4N?), x). In our case, N = 12, so we are done. O

5.4 The Shimura Correspondence

The Shimura correspondence gives a fascinating relationship between half-integral weight modular
forms and even integer weight modular forms. To describe the relationship, we first define the
Shimura lift on cusp forms of weight k + %, where k is a positive integer.

Definition 5.13. Let f(z) = >, 5, a(n)¢" € Sk+%(I‘0(N),X), where 4|N and x is a character
modulo N. Then, for each squarefree integer ¢, let A;(n) for n > 1 be the algebraic integers so that

=L A(n = a(t - n?
> :fs):zL(s—k+1,x-x51Xt)-Z(,Ls)
n=1 n=1

as Dirichlet series, where y;(n) is the Kronecker character (1) if n =1 (mod 4) and (%) other-

wise (so x—1(n) = (=*)). Finally, define the Shimura lift S;(f(z)) to have the series expansion

ZnZl At(n)qn
We will need a few simple results to make sense of this Shimura lift.

Proposition 5.14. S;(f) has algebraic integer coefficients for all t if and only if f has algebraic
integer coefficients. Moreover, if f has its coefficients all in Ok, the ring of integers in some
number field, then Si(f) has its coefficients in Ok for some potentially larger number field K'. K’
1s independent of f,k, and t but is possibly dependent on K and N.

Proof. For any character Yy,

L(S—lﬁ-l,X):Z - lc—i—l ZX

n=1

which means L(s — k + 1, x) is a Dirichlet series over s with algebraic integer coefficients. Thus,

Ay¢(n) is the Dirichlet convolution of the functions (xx*x¢)(n) - n*~! and a(t - n?), and clearly is

an algebraic integer for all n if a(n) is for all n. Moreover, (xx*;x:)(n) is an algebraic integer in

some cyclotomic field containing all characters modulo N, since x_1(n), x¢(n) € {£1}. Therefore,

Ay(n) € O for all n, where K’ is the smallest number field containing K and the cyclotomic field.
Now, suppose that Ay(n) is an algebraic integer for all ¢ and n. Then for any fixed ¢,

Lis—k+1.x) = [] <1—ESX(121>_1: 11 <1_W>1

{ prime { prime

=Lis—k+1Lx) "= ][] <1—X(@/H>



. Ek_l

where we are using the Euler product of L-functions. Since x/(¥) is an algebraic integer,

Salt-n?) s Aln) | (1 <x-x’f1-xt><e>-ek—1>
nz::l ns T; ns H gs

¢ prime

is a Dirichlet series that must have algebraic integer coefficients, so a(t - n?) is an algebraic integer
for all + and n. Writing any integer m > 1 as t - n? for ¢ squarefree and n € N, we are done. O

Corollary 5.15. For any integer M, Si(f) =0 (mod M) (i.e. every g-series coefficient of Si(f)
is an algebraic integer divisible by M) if and only if f =0 (mod M).

Proof. Note that S;(f)/M = Si(f/M), so the result is immediate from Proposition 5.14. O

Most importantly, we will need the famous Shimura correspondence. The original result was
proven by Shimura in [24], but we will require a slightly stronger version, proven by Cipra and
Niwa [9, 17]. The proof is far beyond the scope of this thesis, so we will only state the theorem.

Theorem 5.16. For f(z) € SkJr%(Fg(N),X) for 4N, if k > 2, then Si(f(2)) € Sar(To(N), x?).
Moreover, we have what is called the commutativity of the correspondence, i.e. if pt N is prime,
then

Si(fIT(P%)) = Se(f)|T(p).

5.5 Half-integral Weight Hecke Operators over I'1(V)

We can define half-integral Hecke operators over I'1 (V) in certain cases. If £ = —1 (mod N) is prime
and f € S, 1(T'1(N)), we can define f|T'(¢?) similarly to how we did it for forms in S, 1 (To(N), x).
2 2

X even fX’ where fX € Sk+%(F0<N)7 X)
Therefore, x(¢) = 1, so we can apply linearity to f,|Ty(¢?) (see Equation (14)) to define

FIT(?) = i <a(€2n) + <(_1€)k”> la(n) + 21 (Z)) 7" (52)

n=1

Recall from Proposition 5.9 that f can be written as )

Since f,|Ty(¢?) € Sk+%(F0(N),X), we clearly have f|T(¢?) € Sk+%(I’1(N)).

5.6 Serre’s Theorem on Hecke Operators

Finally, we have the following theorem due to Serre, whose proof requires some theory of Galois rep-
resentations associated to modular forms, so we do not have the background to prove it. However,
it is an important tool in the main results of Ahlgren and Ono [2] and can be stated easily.

Theorem 5.17. [22, 2] Let M, N be positive integers, and let O be the ring of integers in some
number field K. Then, a positive density of primes p = —1 (mod MN) satisfy the following
property: for all characters x and functions F, € Si(I'o(N), x) with coefficients in Ok,

F\(2)|T(p) =0 (mod M).

We remark that while Serre only proved the result for an individual x, Ahlgren and Ono [2]
noted that Serre’s proof can be straightforwardly modified to tackle the case of all x simultaneously.
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6 General Modular Congruences for the Partition Function

In this section, we use much of the theory developed on integral weight and half-integral weight
modular forms to establish the existence of a large family of partition function congruences, as first
done in [2]. Specifically, for any power of a prime that is at least 5, we will establish an infinite series
of congruences modulo that prime power. While we have not developed much theory of half-integral
weight modular forms and have merely stated results, we believe that the way that one proves these
partition function congruences given the theory as a black box is still quite enlightening.

We briefly summarize the general method of proof. The first goal is to find some half-integral
weight modular form F' that has its coefficients congruent to values of the partition function modulo
some prime power, which we do in Lemma 6.1. To do this, we will have to use many of the results in
Subsections 5.1 and 5.2 to verify that certain functions we are defining verify the modular identity
and are holomorphic/vanish at the cusps. Next, we use the Shimura correspondence to associate
the form F' we create in Lemma 6.1 to some integral weight modular forms, and use Serre’s result
on congruences of Hecke operators over integral weight modular forms to establish that F|T(¢?) = 0
for infinitely many primes £. Finally, we can look at how T'(¢?) acts on the g-series coefficients of
F to get our desired result.

6.1 Proof of the General Modular Congruences

We first introduce some essential notation. Recall that for each prime ¢ > 5, we had defined
2 f
6 = &1 221. Moreover, we define Z[[g]] to be the ring of power series in ¢ = €?™*, and we define

go=(F) = (%5) be the Legendre character. Finally, define

Ay = {ﬁe {0,1,...0—1}: (/BZ% ¢sg}.

Lemma 6.1. Fiz a prime £ > 5 and positive integer r. If 8 € Ay, then there is a integer k > 2
and a modular form F(z) € S, 1(T1(576¢%)) N Z[[q]] such that
2

F(z) = Zp(ﬁn + B) T2 (mod 7).

n=0

Proof. First, note that by Lemma 5.10, we have for all t € N,

ot p _1\et=1/2 gt
Epy(2) = Z(KE;,% € Mg—1)/2 <Fo(€t), <W>> ‘

We define x;; to be the above character. By Proposition 5.2, we have that E,; vanishes (i.e. has
positive order) at all cusps of I'g(¢!) that are not I'g(¢!)-equivalent to ioco.
Moreover, note that

(1—q")"
nsp (L=a™%)

since (1 — X)) = (1 — X%) (mod ¢) by the Frobenius endomorphism theorem. Note that for any
g-series f = 1 (mod £%), we have that if f = 1+£°-g, f* = (1+/£%-9) = 1+£S+lg+£2s(£;)g2+... =
1 (mod ¢5t1). Thus, by inducting on s, we have that for all s, € N,

Ef, =1 (mod ¢51). (53)
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Next, define

ez .
T & M (000, ) 5)

which is true by Lemma 5.11. Letting fr = >, -y a(n)q", Equation (54) and the product formula
for the partition function (see Equation (15)) give us

Za(n) n £2 1)/24 H <Zp n+6e> H (1 _q ) . (55)
n=0

n=1

fo(z) ==

Next, define f(z) b

= S (1 ()t (56)

for (%) representing the Legendre symbol. By Proposition 5.7, we have that Y (%) a(n)q" €
M_1y/2 (To(£3),(3)) , which implies f(z) € M_1y/2 (To(£),(3)). By Equation (55), we know
that a(n) = 0 for all n < d,. Moreover, since &y - (%) = 1, by (56), we have that f has order at

least 9y + 1 at ico. Now, if we define fys(2) := Ef’?)( ) - fo(2), then fy4(2) is a cusp form for s > 1
since Ey 3 vanishes at all cusps not equivalent to ico in I'g (£3) by Proposition 5.2, so

fes() € S ey (Dol@)xEy - (3)) = So (Do) xee - (3))

for s/ = 3 (s(¢3 — 1)+ (¢ —1)). Moreover, ordiss(fr,s(2)) > 8¢ + 1 and if s is sufficiently large,
orde (fr.5(2)) > orda(n(£2)) for all a € Q not T'g(¢3)-equivalent to ico. Finally, by Equation (53),
we have that fy.(2) = fe(z) (mod £7) if s > 7 — 1.

Therefore, for sufficiently large s € N, we have that fs(z)/n°(¢z) vanishes at all cusps, since
n*(£z) has order % = 8¢+ 5 at ico. Therefore, fr(242)/n"(24¢z) must also vanish at all cusps by
Corollary 5.4. Moreover, since fys(z) € Sy (To(¢?), x) for some x and 7(24z) € S;/2(Lo(576), x12)
by Proposition 5.12, we have f; 4(242)/n(24¢2) € Sy_e/2(To(576¢%), x') for some ' by Proposition
5.8. Now, since fr(2) = fé(2) (mod ¢7), by Equations (55) and (56) and by replacing z with 24z,

fos(242) _ S n+ oy 24(n+6;) - 24¢n -2 24Zn
nt(240z) T;)p(n) -t 1 1 nl;[l (1 ) H ( )
= p)*t+2 > p(n)g** ! (mod £7).
n=—¢, (mod ¢) (%ﬁ)=*€e

The Lemma follows by looking at the terms with ¢" where n = 248 — 1 (mod 24¢) and using
Proposition 5.5 and the definition of Aj,. O

Lemma 6.2. Suppose that f(z) = 3 51 a(n)q" is a cusp form in Sk+%(F1(N)) for some k > 2

such that a(n) is an algebraic integer for all n > 1. Then, for all m € N, a positive proportion of
the primes £ = —1 (mod m - N) have the property that f(z)|T(¢*) =0 (mod m).

Proof. By Proposition 5.9, since f € Z[[g]], we can write f(2) = >_ oven @xfx(2) for ay algebraic
numbers and fy € S, 1(I'o(N), x) having algebraic integer coefficients in Of, the ring of integers
2
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of some number field K, for all x. There exists some integer r such that r-a, is an algebraic integer
for all x, so replacing f with 7 - f and m with r - m, we can assume a, is an algebraic integer for
all x. Thus, it suffices to show that a positive proportion of primes ¢ = —1 (mod m - N) satisfy
fx(2)|T(#?) = 0 (mod m) for all f, € Sk+%(F0(N), x). This is because the Hecke operator T'(¢?)

over S, 1 (T'1(N)) is just defined as a linear combination of the corresponding Hecke operators over
Sk+%(F0(N),X) by Equation (52), since £ = —1 (mod N).

We know by Theorem 5.17 that a positive proportion of primes { = —1 (mod m - N) satisfy the
following: all x : (Z/nZ)* — C* and all F(z) € Sor(I'o(INV), x) with coefficients in O satisfy

F|T(¢) =0 (mod m). (57)

Now, by Theorem 5.16, we have that Si(fy) € Sar(To(NN),x?) for all x, and by Proposition 5.14,
St(fy) has algebraic integer coefficients in some number field K’ O K for all t. Therefore, for a
positive proportion of primes { = —1 (mod m - N),

St(f)IT(¢) =0 (mod m) for all x,t. (5

oo
~—

Therefore, by the commutativity of the correspondence in Theorem 5.16, we have Si(fy|T(¢%))
0 (mod m) for all x,t and any ¢ satisfying (58), which means that by Corollary 5.15, f,|T(¢?)
0 (mod m) for any ¢ satisfying (58), which is precisely what we wished to show.

o

We can now establish general partition function congruences using Lemmas 6.1 and 6.2.

Theorem 6.3. Let m > 5 be prime, r be a positive integer, and suppose 0 < S <m —1 is in A,.
Then, a positive proportion of primes £ = —1 (mod 24m) satisfy

Bn+1

24

) =0 (mod m")

for alln =1— 245 (mod 24m) such that £ 1 n.

Proof. We apply Lemma 6.2 to the modular forms F(z) in Lemma 6.1 as follows. For our prime
m and integer 3, let F,, ; g(2) to be our form F' € Sk+%(F1(576m4)) N Z[[q]] such that

- mn — = n+1 n ,
Frrp(z) = Zp(mn—i-ﬁ)qm +24-1 _ Z p< 51 > q" (mod m").

n=0 n=0
n=(240-1) (mod 24m)

Therefore, a positive proportion of primes £ = —1 (mod 576m*-m"), and thus, a positive proportion
of primes ¢ = —1 (mod 24m), satisfy Fy,,(2)|T(¢*) =0 (mod m").

Using the definition of the Hecke operator for weight k + % modular forms, if we define a(n)
such that F, ; g(2) =: >, ~; a(n)q", then

Fon | T(0%) = i (a(zzn) - ((—12’%) A A (;)) q".

Define n/ := £ -n. If £{n, we have the ¢"'-coefficient of Fy, . 3/T(£?) modulo m" equals

a(f®n) + <(_12kn£> Ny (%) =a(fPn)=p (637;2_ 1) =0 (mod m"),
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assuming that ¢3n = (248 — 1) (mod 24m). However, since £ = —1 (mod 24m), we have this
congruence whenever n = 1 — 245 (mod 24m) and ¢ { n. O

This implies the following incredible result.

Corollary 6.4. For any integer m such that ged(6, m) = 1, there exists integersa € N,0 < b < a—1
such that p(an 4+ b) =0 (mod m) for all nonnegative integers n.

Proof. Write m = [[m.* where r; € N and m; are primes. For each m;, by Theorem 6.3, there

exists infinitely many primes ¢ = —1 (mod 24m;) and some integer 0 < 5 < m — 1 such that
B24mn+1—24 1 B4+1 _
p< ( mm—i—24 )+ ) _p<€3mm+2—£—€35> =0 (mod m;"),

as long as £ 1 (24m;n + 1 — 24/3). Since ¢, m;, and 24 are pairwise relatively prime, we can choose
0 < k < ¢ —1 such that £{ (24m;n + 1 — 243) whenever n = k (mod ¢). Thus, for infinitely many
primes £ = —1 (mod 24m;), there exist 0 < 8 <m — 1,0 < k < ¢ — 1 such that
4 3 CH1 r;
plCmn+¢ mm—i—T —0°4) =0 (mod m;").
To finish, for each m; choose ¢; = ¢ such that all m;’s and ¢;’s are distinct (which can be done as
there are infinitely many choices for ¢ for each m;). Finally, apply Chinese Remainder theorem. [

6.2 Summary

The previous result is incredibly powerful, as it not only develops a framework to explain most
previously known congruences modulo primes m < 31, but also allows us to show there are con-
gruences modulo all prime powers except for powers of 2 and 3 and even all integers modulo any
integer relatively prime to 6! One weakness of this method, however, is that we are using Serre’s
theorem on Hecke operators to establish that there is a positive density of primes £ such that
F|T(£?) = 0 (mod m"), but we do not get any explicit primes ¢. Therefore, to find more explicit
congruences, we may need use slightly different constructions of functions F' which are already
known to satisfy F|T(¢?) = 0. This is what we will do in Section 7, which will give us a large
number of congruences, though only modulo primes which are at most 31.
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7 Computing Explicit Congruences

As we noted in Subsection 6.2, the results of [2] do not give us explicit congruences of the partition
function. In this section, we follow the results of [30] to give explicit partition function congruences.

7.1 Method to find Explicit Congruences

Definition 7.1. For primes 13 < m < 31, define f,(2) as

115t (242) m =13
™ (242)E4(242) m =17
5n°(242)E(242) m =19
1n(242) F10(242) m=23
8n'9(242)E4(242)  m =29
| 107'7(242) E6(242) m = 31

fm(2) ==

We have the following, although we have not built the theory required to prove the second part.
Theorem 7.2. [13, Proposition 6] For all primes 13 < m < 31, we have fp,(2) € Sm—2 (To(576), x12)-
2

Moreover, fm(2) is an eigenform of of the Hecke operator T(¢2) for all primes £.

Proof. The first part is true since 7(24z) € Sy 2(I'0(576), x12) by Proposition 5.12, and since Fy(2) €
M4(SL2(Z)) and EG(Z) € MG(SLQ(Z)), we have that E4(24Z) € M4(F0(576)) and E6(24Z) S
Mg(T'9(576)) by Proposition 5.8. The second part requires a deeper understanding of the theory of
half-integral weight newforms, which we have not introduced, so we do not prove it here. O

We note that the above result means we do not have to use Theorems 5.16 or 5.17 to convert
to the integral weight case, as done in Section 6.

Proposition 7.3. For primes 13 < m < 31, we have

oo
Z plmn 4+ m — 6,) > =m) = £ (%) (mod m).
n=|m/24|

Proof. Recall from Definition 4.7 that F(m,1;2) = > o4 (mnt1) P (mzbL) g™ (mod m). As m? =
1 (mod 24), we have mn+1 = 0 if and only if n = —m (mod 24). Thus, writing n = 24n’+(24—m),
we have p (%) = p(mn/+m—4,,), so we clearly have > p(mn+m—4,,)g?*" 4= = F(m, 1; 2).
Therefore, Equations (29) and (33) for £ = 0 have already proven the proposition for the cases
m = 13 and m = 17. We note that we used the same logic to arrive at the cases m = 19, 23, 29, 31 to
attain equations (37), (39), (41), and (43), so the proposition is true for all primes 13 < m < 31. We
start the summation from n = |m/24/| so that mn+m—4,, and 24n+ (24 —m) are nonnegative. [

Using Theorem 7.2 and Proposition 7.3, we can prove the main theorem of this section.

Theorem 7.4. Let m,{ > 5 be primes and suppose that f,,(2) satisfies f|T(€%) = Agmf (mod m)
for some integer N . If Ap, = 0 (mod m), then for all n such that £{n and n = —(¢m) (mod 24),
<m£3n +1

p(——=

o7 )EO(modm).
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If Mg = w - €075/ (mod m) for w € {£1}, then for all n such that £{n, n = —m (mod 24), and
(_1)(m—3)/2n
oty (Sm)
<m€2n +1
p[——

50 )EO(modm).

Proof. Let a,,(n) represent the ¢"-coefficient in f,. Then, we have

S = Y ("”’;4* 1) ¢" (mod m).

n=0 n>0
24|(mn+1)

Since f,, is a half-integral weight modular form, we can apply the T'(¢?) Hecke operator to f(z) to
get that if f,,,(2)|T(¢?) = M f(2) (mod m), then for all n > 0,

m—5

T am(n) + 1260 a, (n/6?) (mod m). (59)

AemGm(n) = am (€?1) 4+ x12(£) ((—1_n> l

Suppose first that A\g,, = 0 (mod m). If we assume ¢ { n and define n’ := ¢ - n, we get
am(n'/€?) = 0 and (W) = 0 (as a Kronecker symbol) as £|n’ but ¢? { n’. Therefore,

evaluating the ¢"'-coefficient and using (59) gives us
0= Am@m(n') = Memam(n) = am(3n) (mod m)

for all £1n and 24|(mf3n + 1). Since 2,3t £, m, we have that for all n = —¢m (mod 24) and £ { n,

mb3n + 1
p 24

) =0 (mod m).

Next, suppose that g, = wl(™=%/2 (mod m), where w € {+1}. If we choose n so that £ n
but x12(¢) <w> = w, then we have a,,(n/f?) = 0 and therefore, we have

m—>5

Wl 2 am(n) = Nmam(n) = am(n) + wEmTﬁam(n) (mod m) = 0 = a,,(£*n) (mod m).
Therefore, if we additionally have 24|m(¢*n) + 1, i.e. n = —m (mod 24), we get

2
P <m€271+1> = 0 (mod m). O

7.2 Examples and Methods of Computation

Weaver [30] used Theorem 7.4 and some computation to show numerous explicit congruences mod-
ulo primes 13 < m < 31 (see [30, Theorems 1-2]). We will give examples and explain how one can
determine all the congruences she did with explicit computation.

First, suppose we can compute the partition function p(n) modulo m for all primes 13 < m < 31
and all n < 7.5 x 10% (as done in [30]). We know from Proposition 7.3 (or our definition of
Jm) that the first nonzero ¢"-coefficient modulo m of fn,(2) is at 24([§;] + 1) — m. Defining
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Tm = 24(| %] 4+ 1) — m, since ry,f? = —m (mod 24) and since 7, is squarefree and therefore isn’t
divisible by £2, we can use (7.2) to get

(% _1)m-3)/2,.
Mmza(er)+mx@<()7“>ﬂwﬂ”

(T 14

~ p(ml T+ mbe(24 —m) +m — bp,) (=1)m=3)/2p \
=T PR rm 6 s ( — ) (D (mod m).

Thus, we can use Proposition 7.3 to find the value of Ag,, as long as m¢?| 2% | + mdy(24 — m) +
m — 6m < 7.5 x 10%), and then verify if Ag,, = 0 or Ay, = +¢(m=5)/2 (mod m), which can be done
extremely quickly since ¢ will never exceed 10, even if we replace 7.5 x 108 with 1.5 x 107,

We in fact ran the algorithm until 1.5 x 107 to find potentially new congruences, of which
there were several. (See Appendix A, where we list all pairs (¢,m) that we find with A\, €
{0, +£m=5)/2} (mod m)). For instance, one can show Azgs123 = 0 (mod 23). Therefore, for all n
such that 3881 1 n and n = 17 (mod 24), we get p <%) = 0 (mod 23). If we were to choose
n' = 24-n+ 17 and replace n with n’, we would get that for all n such that 24n # —17 (mod 3881),

23-38813 - (24-n+17) +1 2338813 - 17+ 1

P ( 24 24

> =p <23 - 38813n + > =0 (mod 23).  (60)

As an example of the second case, one can show that 72731 = 72713 = 28 (mod 31), sow =1 as per
the notation of Theorem 7.4. As 31 = 3 (mod 4) and 727 = 7 (mod 12), we have for all n such that
(557) = —1 and n = 17 (mod 24), p <%) =0 (mod 31). If we choose n' =24 -727-n + 41,
41 )

727
31-727% (24 - 727n + 41)
P 24

= —1, and replace n with n’, we get the congruence

) =p (31 T2 +

We can replace 41 with several other numbers, so the pair (¢,m) = (727,31) will give numerous
congruences that we haven’t listed.

for instance, since (

31-727%2 .41+ 1
24

> =0 (mod 31). (61)

We finally note how to efficiently compute the values of p(n) modulo m for all n < 1.5x 107,13 <
m < 31. Recall Euler’s pentagonal number theorem, which tells us
o oo

[[a-am= 2 (-1)fg"e=De (62)

n=1 k=—o00

Therefore, to compute the partition function, we just have to compute the inverse of the right hand
side of (51) modulo m. However, since the sum has O(y/n) nonzero terms less than n and has leading
coefficient 1, we can compute p(n) in O(y/n) time given p(1),...,p(n — 1) by forcing the ¢"-term of
(ano p(n)q”) . (Ekez(—l)qu(gk_l)/Q) to be 0 for all n > 1. Therefore, computing the partition

function modulo m for all n < N takes O(N3/2) time. If we define M = 13-17-19-23-29-31, M < 108,
so we can do the computations modulo M, and therefore, modulo all primes simultaneously, with
32-bit integers. (The runtime in my simulation in Java, for instance, took slightly over 10 minutes).
We end by making a quick note that the partition function can actually be computed even faster
asymptotically modulo certain primes, using Fast Fourier Transform methods [8], though this will
not help in our case.
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A Table of ({,m) that Give Explicit Congruences

Here, we list all pairs of primes (¢, m) such that 13 < m < 31, m¢? l95] +mée(24 —m)+m — 6, <

1.5 x 107, and Ae.m, as defined in Theorem 7.4, is congruent modulo m to 0, A

m—5)/2 m75)/2.

,or —{(

By Theorem 7.4, we can establish interesting congruences for all such ¢, m that we have listed.
Note that we are including all pairs listed in [30, Theorems 1-2], and that the e € {1} defined
in [30, Theorem 2] is different from the w € {+1} such that \g,,, = w572 (mod m).

m | £: Agy =0 (mod m) 0 N = 07972 (mod m) | £: Agyy = —£0"75)/2 (mod m)
59, 73, 131, 167, 389, 433, | 97, 109, 191, 251, 397, 463,

13 | 479, 563, 587, 673, 691, 719, | 769, 823, 839, 991, 1223, ;(5)? 28%3 21836’5340?’2545’9’1;3;’
859, 1091, 1297, 1319, 1549, | 1229, 1231, 1291, 1307, 132’1 140’9 154:; ’ ’
1579 1361, 1367 ’ ’

41, 89, 103, 433, 571, 607,

17 677, 701, 743, 887, 1013, | 23, 67, 107, 191, 293, 359, 13471%)15112’7'27)091’398219’1125;’ Lll;g’
1109, 1187, 1283, 1301, | 373, 587, 641, 1093, 1511 1499’ 16197 16697 ’ ’
1487 1667 ’ ’

101, 191, 211, 337, 349, 13, 23, 97, 103, 137, 271,

Lo | 739, 1129, 1193, 1249, 1381, 2;’3 10557193’23699’76731’1%;’ 431, 571, 827, 919, 1093, 1153,
1511, 1637, 1777, 1823, 137:’3 16673 166’37 17,83 T 1217, 1277, 1291, 1549, 1657,
1933 ’ ’ ’ 1753
gég 19:;5;7’594;7’ 72? égg’ 587, 593, 673, 757, 769, | 107, 421, 503, 661, 857, 911,

93 997’ 1319’ 1493’ 1553’ 17897 1823, 2503, 2549, 2687, | 1049, 1277, 1381, 1531, 1663,

) 199, 1899, 1999, LIS or g 9803, 2897, 3001, | 1753, 1847, 1933, 1993, 3307,
1997, 2239, 2731, 3319, 3413 3461. 3571. 3793
3541, 3547, 3881 ’ ’
20 | 331 17, 139, 193, 443, 631, 691, | 41, 137, 227, 229, 347, 367,
701, 773 431, 439, 509, 577
31 | 107, 229, 283, 383, 463 101, 193, 271, 587, 727 179, 181, 239

Table 1: Table of (¢,m) depending on the comparison of A, to £™~2)/2 (mod m).
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