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List of symbols

K,L,E, . . . fields, mostly local fields
Ksep the separable closure of a field K
Kab the abelian closure of a field K

Gal(L/K) the Galois group of L/K, for L/K a Galois extension
NL/K the norm map from L× to K× for L/K a field extension

|−|K the absolute value on a local field K
vK the valuation map on a local field K
OK ring of integers of a local field K
mK the maximal ideal of OK , for K a local field

k, l, . . . the residue field of the local fields K,L, . . .
πK a uniformizer for a local field K

Kunr the maximal unramified extension of a local field K
Kunr,∧ the topological completion of the maximal unramified extension Kunr

Frob/K the Frobenius automorphism of Kunr/K

K̂× the profinite completion of the multiplicative group K×

θ/K the absolute Artin reciprocity map from K̂× to Gal(Ksep/K)ab

θL/K the relative Artin reciprocity map from K×/NL× to Gal(L/K)ab

AG the G-invariants of a G-module A
AG the G-coinvariants of a G-module A

Hi(G,A) the ith group cohomology of a G-module A
Hi(G,A) the ith group homology of a G-module A

Ĥi(G,A) the ith Tate cohomology of a G-module A, when G is finite

F,G, . . . formal groups laws or formal module laws
[a]F the power series representing multiplication by a in F

F,G, . . . formal groups or formal modules associated to the laws F,G, . . .
LT/K,πK the Lubin–Tate OK-module over OK associated to πK

LT/K,πK [m∞K ] the torsion points of the Lubin–Tate OK-module LT/K,πK
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Chapter 1

Introduction

An important object of interest in modern number theory are number fields,
i.e., finite field extensions of Q. By Galois theory, finite field extensions of Q are
classified by open subgroups of the absolute Galois group Gal(Qsep/Q). Thus
understanding finite extensions of Q can be translated to understanding the
group Gal(Qsep/Q).

What class field theory attempts to do is to describe the abelianization of
the absolute Galois group

Gal(Qsep/Q)ab ∼= Gal(Qab/Q),

or more generally,
Gal(Ksep/K)ab ∼= Gal(Kab/K)

for certain fields K. Again by Galois theory, the abelianization of the absolute
Galois group is the same as the Galois group of the maximal abelian extension,
and therefore what class field theory deals with is the abelian extensions of K.
There are two types of fields K we use in class field theory: local fields, Qp
or Fp((t)) or their finite extensions, and global fields, Q or Fp(t) or their finite
extensions. In this thesis, we are mainly interested the case when K is a finite
extension of Qp, which we shall call a p-adic local field.

Local class field theory provides a surprising description of the abelianization
of the absolute Galois group of a local field K of characteristic zero. The local
Artin reciprocity map is an isomorphism

θ/K : K̂×
∼=−→ Gal(Ksep/K)ab,

and hence tells us that the abelianization of the absolute Galois group is in fact
isomorphic to a slight modification of the multiplicative group K×.

The subject originated from the celebrated Kronecker–Weber theorem on
abelian extensions of Q. Proven in the late 19th century by Hilbert, build-
ing upon the works of Kronecker and Weber, the theorem gave a complete
description of all abelian extensions of Q, namely that all such extensions are
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contained in a cyclotomic field. This immediately gives a concrete description
of Gal(Qab/Q), since we need only track where roots of unities are sent. How-
ever, this is not satisfactory as it does not contain information about abelian
extensions over other number fields. As stated, it is not even apparent what the
correct generalization it would be for other number fields.

In the late 1890s up until the 1920s, there was a lot of development on
the generalization to arbitrary number fields. Weber formulated the notion
of ray class groups and class fields, and Takagi showed that class fields are
precisely abelian extensions of a given field. Artin conjectured the existence of
the Artin reciprocity map for a number field and ultimately proved it in the
1920s, establishing global class field theory.

Curiously, the global case was dealt before local class field theory was in-
troduced, despite the fact that modern treatments of global class field theory
use local class field theory in constructing the Artin reciprocity map. Local
fields such as the p-adic rational numbers were defined only in the late 1890s by
Hensel, and local class field theory was developed by Hasse in the 1930s, after
Artin reciprocity was proven.

In the modern literature, class field theory is usually stated in terms of the
idele class group and proven using group cohomology. This is a formulation
that was introduced after the main theorems were proved in the classical lan-
guage. The language of adeles and ideles was developed and incorporated to
class field theory by Chevalley in the 1930s. Group cohomology started to be-
come a mathematical object of study only in the 1930s and 40s, and Hochschild
and Nakayama reformulated class field theory in terms of group homology and
cohomology in the 1950s. Tate introduced the Tate cohomology groups and
simplified the cohomological arguments. At this point, the cohomological proof
of class field theory was sufficiently optimized so that books such as Cassels–
Fröhlich [CF67], written in the 1960s, is still used as the standard reference for
class field theory.

There are multiple generalizations of class field theory, the most prominent
one being the Langlands program. Introduced by Langlands in the late 1960s,
the program attempts to relate representations of the absolute Galois group
to automorphic objects. The GL1 case precisely recovers class field theory, as
1-dimensional representations of a Galois group necessarily factors through the
abelianization. The complete correspondence is far from being understood and
is an active area of research.

The goal of this thesis is to provide two different explicit ways of under-
standing local class field theory—that is, two different constructions of the Artin
reciprocity maps

θ/K : K̂× ∼= Gal(Ksep/K)ab, θL/K : K×/NL× ∼= Gal(L/K)ab.

In Chapter 1, we review facts about local fields and provide a full statement
of local class field theory. In Chapter 2, we construct the Artin reciprocity
map using Tate cohomology, and use it to give an explicit description of the
Artin reciprocity map. This description is explicit enough so that one can prove
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all the functoriality properties of the Artin map through that definition. In
Chapter 3, we provide a second account of the same reciprocity map, but in an
entirely different context. Here, the map is computed by constructing a certain
1-dimensional representation of the Galois group Gal(Ksep/K). Although the
two descriptions are both very explicit, it is unclear to me how to connect the
two approaches.

I would like to thank my thesis advisor Professor Barry Mazur for helpful
and lengthy discussions in his office; without his advice and guidance, this thesis
could not have existed. I am also indebted to Alison B. Miller, who first intro-
duced me to the subject of class field theory in a year-long course. During my
four years of study, the Harvard Mathematics Department provided wonderful
opportunities and a great environment for cultivating myself as a mathemati-
cian. Finally, I would like to thank my family and friends, who sometimes
endured my silly questions and sometimes provided moral support that kept me
going.

1.1 Preliminaries

We provide a quick review on Galois theory and facts about local fields that we
shall use in the following chapters.

1.1.1 Galois theory

Let K be a field.

Definition 1.1.1. A field extension K ↪→ L is called Galois extension if it is
algebraic, normal, and separable. (We do not require finite degree.)

Definition 1.1.2. The Galois group Gal(L/K) of a Galois extension K ↪→ L
is defined as the group of field automorphisms of L that fix K, where we consider
K as a subfield of L. This is given the topology with base

{US = {g ∈ Gal(L/K) : gx = x for all x ∈ S} : S ∈ L finite}.

This can also be described as the coarsest topology that makes the action
Gal(L/K)× L→ L continuous, where L is given the discrete topology.

Because every element x ∈ L has finitely many Galois conjugates, we see
that each Ux is a group of finite index. Using this observation, one proves that
Gal(L/K) is a profinite group.

Definition 1.1.3. The absolute Galois group of K is defined as GK =
Gal(Ksep/K), where Ksep is the separable closure of the field K.

Theorem 1.1.4 (fundamental theorem of Galois theory). There is an equiva-
lence of categories

F :

{
finite sets with a

continuous left GK-action

}
'−→

algebras over K that are isomorphic
to L1 × · · · × Ln for Li finite

separable extensions of K


op
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that in particular sends ∐
i

(GK/Hi) 7→
∏
i

(Ksep)Hi

for open subgroups Hi ⊆ GK . This functor moreover sends fiber products of GK-
sets to tensor products of algebras, i.e., for GK-equivariant maps S1, S2 → T of
sets there is an isomorphism

F (S1 ×T S2) ∼= F (S1)⊗F (T ) F (S2).

Remark 1.1.5. The right hand side may also be considered as the category
of finite étale schemes over SpecK. Thus the theorem may be translated to
the statement that the fundamental group of SpecK being well-defined and
isomorphic to Gal(Ksep/K).

This allows us to easily compute tensor product of fields. For instance, if
L/K is a finite Galois extension, the K-algebra L corresponds to the finite set
Gal(L/K) with the GK-action given by left multiplication through the homo-
morphism GK → Gal(L/K). Then taking the product at the level of GK-sets
shows that there is an isomorphism

L⊗K L ∼=
∏

g∈Gal(L/K)

L.

The map of algebras can be described more explicitly as∑
i

l1,i ⊗ l2,i 7→ (
∑
il1,ig(l2,i))g∈Gal(L/K).

If we want to work with infinite field extensions, we have the following cor-
respondence.

Theorem 1.1.6 (fundamental theorem of infinitary Galois theory). There is a
one-to-one correspondence

{
closed subgroups H ⊆ GK

}
←→

{
intermediate field

extensions K ⊆ L ⊆ Ksep

}
sending H 7→ (Ksep)H and L 7→ Gal(Ksep/L).

1.1.2 Local fields

Definition 1.1.7. A local field is a field K equipped with an absolute value
function |−|K : K → R≥0 satisfying the following properties:

(1) |x| = 0 if and only if x = 0,

(2) there is an element x ∈ K such that |x| 6= 0, 1,
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(3) |xy| = |x||y| for all x, y ∈ K,

(4) |x+ y| ≤ |x|+ |y| for all x, y ∈ K,

(5) K is complete and locally compact with respect to the topology induced
by the metric d(x, y) = |x− y|.

It is possible to classify all local fields up to isomorphism. A local field is
either

• R or C,

• a finite extension of Qp for some prime p, or

• a finite extension of Fp((t)) for some prime p.

In this thesis, we shall concern ourselves with only local fields K that fall in the
second category. For conciseness, we define a p-adic local field as a field that
is a finite extension of Qp. These satisfy a stronger triangle inequality; for every
x, y ∈ K we have

|x+ y| ≤ max{|x|, |y|}.

This allows us to define another topology of K. If c > 0 is any real number,
we may define a new absolute value |−|′ by |x|′ = |x|c. This absolute value
also makes (K, |−|′K) into a local field. However, we shall regard the two local
fields as isomorphic since the topologies agree. In fact, for any given discrete
subgroup Γ ⊆ R×>0, there exists a unique normalization of the absolute value
that makes

|K×| = im(|−| : K× → R>0) = Γ.

Definition 1.1.8. If an element π ∈ K× satisfies |π| < 1 and has the property
that |π| generates the group |K×| ⊆ R×>0, then we say that π is a uniformizer
for the field K.

If we denote the closed unit ball as

OK = {x ∈ K : |x| ≤ 1} ⊂ K

this is a ring, and we call it the ring of integers in K. It is a discrete valuation
ring with maximal ideal given by the open unit ball

mK = {x ∈ K : |x| < 1} = (π) ⊂ OK .

We will prefer writing mK to (π) as the notation does not involve the choice of
a uniformizer. The residue field k = OK/mK is a finite field of characteristic p.

Proposition 1.1.9 ([CF67], Section II.10). If K is a p-adic local field with
absolute value |−|K and L/K is a finite field extension, then there exists a
unique absolute value L that extends |−|K . In particular, it is given by

|x|L = |NL/Kx|1/d

where d = [L : K] is the degree of the field extension.
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If L/K is a finite extension of p-adic local fields, then it induces a field
extension of residue fields `/k and also a embedding of absolute value groups
|K×| ↪→ |L×|. We define the ramification index eL/K and the inertia degree
fL/K as

eL/K = [|L×| : |K×|], fL/K = [` : k].

Proposition 1.1.10 ([CF67], Proposition I.5.3). For any finite extension L/K
of p-adic local fields, we have

d = [L : K] = eL/KfL/K .

If L/K is finite Galois, we get a homomorphism of Galois groups, which
turns out to be always surjective:

Gal(L/K)→ Gal(`/k)→ 1

If we denote by K ⊆ L0 ⊆ L the subextension corresponding to the kernel, then
L0/K is a Galois extension of degree f that has no ramification and L/L0 is
a Galois extension of degree e that has no inertia. Thus, in a sense, we may
to study unramified extensions and totally ramified extensions (those with no
inertia) separately.

Theorem 1.1.11 ([CF67], Theorem I.7.1). Let K be a p-adic local field. For
every given integer d ≥ 1, there exists a unique unramified extension L/K of
degree f up to isomorphism. In particular, it is given by

L = K(ζqf−1)

where q = |k| is the cardinality of the residue field.

Since it is a cyclotomic extension, it is Galois and moreover cyclic. Indeed,
we have an isomorphism Gal(L/K) ∼= Gal(`/k) ∼= Gal(Fqf /Fq) ∼= Z/fZ. We
can even choose a canonical generator of this group, called the Frobenius,

FrobL/K ∈ Gal(`/k) ∼= Gal(L/K); x 7→ xq for x ∈ `.

Of course, the FrobL/K-action on L is not given by x 7→ xq, but there is a unique
lift of the Frobenius action on `.

We can even take the union of all the unramified extensions. In this case,
we obtain the maximal unramified extension

Kunr =
⋃
f≥1

K(ζqf−1) ⊆ Ksep.

We observe that the Galois group Gal(Kunr/K) is computed by

Gal(Kunr/K) ∼= lim←−
f

Gal(K(ζqf−1)/K) ∼= lim←−
f

Z/fZ ∼= Ẑ,

where FrobKunr/K ∈ Gal(Kunr/K) is a canonical element that topologically
generates the group Gal(Kunr/K).
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Theorem 1.1.12 ([CF67], Theorem I.6.1). Let K be a p-adic local field.

(1) If L/K is a totally ramified extension of degree e, then for any uniformizer
πL ∈ OL we have OL = OK [πL]. Moreover, the monic minimal polynomial
of πL over K is a degree e Eisenstein polynomial with coefficients in OK .

(2) If f(x) ∈ OK is an Eisenstein polynomial of degree e, then the spitting
field K[x]/(f(x)) is a totally ramified extension of degree e. Moreover, all
roots of f(x) in L are uniformizers.

This tells us that there are very many totally ramified extensions. Indeed,
there is no “maximal totally ramified extension” that contains all and only
totally ramified extensions.

1.2 Statement of local class field theory

Class field theory is a statement about the abelian part of the absolute Galois
group. Using the infinite Galois correspondence, we easily see that

Gab
K = Gal(Ksep/K)ab ∼= Gal(Kab/K),

where the ab on the left hand side denotes the abelianization of a group and
Kab is the maximal abelian extension of K.

We note that with a choice of a uniformizer πK of K, the multiplicative
group splits topologically as a direct sum

K× ∼= Z⊕O×K , x 7→ (log|πK ||x|, x/π
log|πK |

|x|
K ).

Here, we note that O×K is a profinite group with the natural topology. Thus we
may take the profinite completion and get an isomorphism

K̂× ∼= Ẑ⊕O×K
of profinite groups. Even if without the choice of the uniformizer, we still have
a well-defined valuation map v : K× → Z given by x 7→ log|πK ||x| and it induces
a homomorphism

v : K̂× → Ẑ
of profinite groups.

Theorem 1.2.1 (local class field theory). Let K be a p-adic local field. There

exists an isomorphism θ/K : K̂× → Gal(Ksep/K)ab of profinite groups satisfying
the following:

• the valuation encodes the action on the maximal unramified,

K̂× Gal(Ksep/K)ab

Ẑ Gal(Kunr/K)

θ/K
∼=

v res.

n 7→Frobn

∼=
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• for a finite extension L/K, the inclusion of the Galois group corresponds
to taking the norm,

L̂× Gal(Ksep/L)ab

K̂× Gal(Ksep/K)ab

θ/L
∼=

N inc.

θ/K
∼=

(here, note that the vertical map on the right side is not injective after
abelianization even if Gal(Ksep/L)→ Gal(Ksep/K) is injective)

• if L/K is finite Galois, we may take the cokernel of the vertical maps in
the previous diagram and obtain an isomorphism

θL/K : K×/NL× → Gal(L/K)ab

(this is a consequence of the previous property).

The isomorphisms θ/K and θL/K are called the Artin reciprocity maps.
Oftentimes, one defines the Weil group of K as the inverse image of Z inside
Ẑ,

WK = [Gal(Ksep/K)→ Gal(Kunr/K) ∼= Ẑ]−1(Z) ⊆ Gal(Ksep/K).

Then the Artin reciprocity map can be regarded as an isomorphism

θ/K : K× →W ab
K .
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Chapter 2

Explicit local class field
theory via cohomology

In a modern treatment, class field theory is usually proven using the machinery
of Galois cohomology. The goal of this section is to present a proof of class field
theory using cohomology, and use it to produce an explicit description of the
Artin reciprocity map.

The way most books on local class field theory prove it is through first com-
puting the second cohomology group, and then using Tate’s theorem to conclude
that the cup product with the fundamental class uL/K ∈ H2(L/K,L×) is pro-

duces an isomorphism Ĥ−2(L/K,Z)→ Ĥ0(L/K,L×). In particular, this is the
approach taken by Cassels–Frölich [CF67], Serre [Ser79], and the cohomological
parts of Milne [Mil13].

However, this proof is not so useful in producing an explicit characterization
of the reciprocity. The approach we shall take in this chapter is the one by
Dwork [Dwo58], which is also outlined in [Ser79] as a section and a series of
exercises, and written out in detail in Snaith [Sna94]. The advantage of this
proof of local class field theory is that it gives a more computable definition
of the reciprocity map whose origin lies in computing the group cohomology.
However, there is no counterpart for global class field theory to my knowledge.

2.1 Group homology and cohomology

Let G be a finite group, which will be the Galois group of a finite Galois exten-
sion.

Definition 2.1.1. A G-module is an abelian group A with a group homomor-
phism G → Aut(A), i.e., an additive G-action. Alternatively, a G-module is a
left Z[G]-module.

Let us denote by G−mod the abelian category of G-modules, and by Ab the
abelian category of abelian groups. The inclusion functor Ab→ G−mod where
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a group acquires a trivial G-action has both a left and a right adjoint, called
the coinvariants and the invariants,

A 7→ AG = A/〈a−ga : a ∈ A, g ∈ G〉, A 7→ AG = {a ∈ A : ga = a for all g ∈ G}.

We may also think of this as

AG = Z⊗Z[G] A, AG = HomZ[G](Z, A).

Because (−)G : G−mod → Ab is a left adjoint, it is right exact. Since the
category G−mod has enough projectives, we may take its left derived functors,

Hi(G,A) = (Li(−)G)(A) ∈ Ab.

This is called the group homology. Similarly, the invariants functor (−)G :
G−mod→ Ab is a right adjoint and hence left exact, where G−mod has enough
injectives, and thus we may consider its right derived functors

Hi(G,A) = (Ri(−)G)(A) ∈ Ab,

which we call the group cohomology of A. By formal properties of the derived
functor, any short exact sequence 0→ A→ B → C → 0 of G-modules induces
a long exact sequence

· · · → H1(G,A)→ H1(G,B)→ H1(G,C)→ AG → BG → CG → 0,

0→ AG → BG → CG → H1(G,A)→ H1(G,B)→ H1(G,C)→ · · · .

Further assume that G is finite. For every G-module A, there is a norm map

N : AG → AG; [a] 7→
∑
g∈G

ga.

This is a well-defined map, since
∑
g∈G g(b− hb) = 0 for any b ∈ A and g ∈ G.

Definition 2.1.2. For G a finite group, we define Tate cohomology as the
functor

Ĥi(G,−) : G−mod→ Ab

given by

Ĥi(G,A) =


Hi(G,A) i ≥ 1,

coker(N : AG → AG) i = 0,

ker(N : AG → AG) i = −1,

H−1−i(G,A) i ≤ −2.

The advantage of making such a definition is that we can now string group
homology and group cohomology together and regard it as a single cohomology
theory. If we have a short exact sequence 0→ A→ B → C → 0 of G-modules,

12



we can put the two long exact sequences coming from group homology and
group cohomology in a single diagram.

· · · Ĥ−2(G,C) AG BG CG 0

0 AG BG CG Ĥ1(G,A) · · ·

N N N

The snake lemma applied to this diagram produces the following long exact
sequence.

· · · Ĥ−2(G,B) Ĥ−2(G,C)

Ĥ−1(G,A) Ĥ−1(G,B) Ĥ−1(G,C)

Ĥ0(G,A) Ĥ0(G,B) Ĥ0(G,C)

Ĥ1(G,A) Ĥ1(G,B) · · ·

That is, we obtain connecting homomorphisms Ĥn(G,C)→ Ĥn+1(G,A) for all
integer n.

2.1.1 Computing group homology and cohomology

Recall that the invariants functor may be described as

G−mod→ Ab; A 7→ AG = Z⊗Z[G] A.

Since this is tensor product with a certain module, the left derived functors may
also be described as

Hi(G,A) = Tor
Z[G]
i (Z, A).

This immediately tells us that instead of taking a resolution of A by projective
left Z[G]-modules, we may take a resolution of Z by projective right Z[G]-
modules to compute group homology. This is useful for computations, since
finding one resolution for Z allows us to give concrete descriptions of all group
homology Hi(G,A).

Similarly, the coinvariants functor is

G−mod→ Ab; A 7→ AG = HomZ[G](Z, A),

and it follows that
Hi(G,A) = ExtiZ[G](Z, A).

We then observe that the groups can be computed again by finding a resolution
of Z by projective left Z[G]-modules. Let us work out some examples.
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Example 2.1.3. Let G = Z/nZ = 〈t〉 be a cyclic group, and let A be a G-
module. Let us first compute group homology Hi(G,A). There is an explicit
projective resolution

· · · → Z[G]
1−t−−→ Z[G]

1+···+tn−1

−−−−−−−→ Z[G]
1−t−−→ Z[G]→ Z→ 0

of the G-module Z with the trivial G-action.
If we want to compute group homology, we may take the tensor product of

the chain complex with A over Z[G] and look at its homology groups. Because
all the right Z[G]-modules are free of rank 1, we end up with

· · · → A
1+···+tn−1

−−−−−−−→ A
1−t−−→ A

1+···+tn−1

−−−−−−−→ A
1−t−−→ A→ 0.

Therefore

Hi(G,A) =


AG = coker(1− t : A→ A) i = 0,

ker(1− t : A→ A)/ im(1 + · · ·+ tn−1 : A→ A) i ≥ 1 odd,

ker(1 + · · ·+ tn−1 : A→ A)/ im(1− t : A→ A) i ≥ 1 even.

Similarly we can compute group cohomology by applying HomZ[G](−, A) to
the sequence. The resulting dual chain complex is

0→ A
1−t−−→ A

1+···+tn−1

−−−−−−−→ A
1−t−−→ A

1+···+tn−1

−−−−−−−→ A→ · · · ,

and therefore

Hi(G,A) =


AG = ker(1− t : A→ A) i = 0,

ker(1 + · · ·+ tn−1 : A→ A)/ im(1− t : A→ A) i ≥ 1 odd,

ker(1− t : A→ A)/ im(1 + · · ·+ tn−1 : A→ A) i ≥ 1 even.

An interesting phenomenon occurs when we put the two together to form
Tate cohomology. In the connecting part we get

Ĥ0 = coker(N : AG → AG) = AG/ im(N : A→ A),

Ĥ−1 = ker(N : AG → AG) = ker(N : A→ A)/ im(1− t : A→ A).

Therefore when we look at all the Tate cohomology groups, it is 2-periodic:

Ĥi(G,A) =

{
ker(1− t : A→ A)/ im(1 + · · ·+ tn−1 : A→ A) i even,

ker(1 + · · ·+ tn−1 : A→ A)/ im(1− t : A→ A) i odd.

For groups that are not cyclic, we can use the bar resolution. This is an
exact sequence of the form

· · · → Z[G4]
d3−→ Z[G3]

d2−→ Z[G2]
d1−→ Z[G]

d0−→ Z→ 0,
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where each Z[Gn] has the structure of a left or right Z[G]-module given by

g(g1, . . . , gn) = (gg1, . . . , ggn) or (g1, . . . , gn)g = (g1g, . . . , gng).

The maps di are defined by the formula

dn((g0, . . . , gn)) =

n∑
i=0

(−1)i(g0, . . . , gi−1, gi+1, . . . , gn) ∈ Z[Gn],

and it is readily verified that it is an exact sequence.1 Therefore group homology
can be computed as the homology of the chain complex

· · · → Z[G3]⊗Z[G] A
d2−→ Z[G2]⊗Z[G] A

d1−→ A→ 0

and similarly group cohomology can be computed as the cohomology of the
chain complex

0→ A
d∨1−−→ HomZ[G](Z[G2], A)

d∨2−−→ HomZ[G](Z[G3], A)→ · · · .

Example 2.1.4. For low degree and simple enough G-modules A, the bar
resolution is good enough to carry out computations. Let us look at the case
when A = Z, with the trivial group action. Then group homology is computed
as the homology of the chain complex

· · · → Z[G3]⊗Z[G] Z
d2−→ Z[G2]⊗Z[G] Z→ Z→ 0.

Here, we may choose the basis

{(1, g1, g2)} ⊆ Z[G3], {(1, g1)} ⊆ Z[G2]

for the free right Z[G]-modules, and use it to express the tensor products as

Z[G3]⊗Z[G] Z ∼= Z〈(1, g1, g2)〉, Z[G2]⊗Z[G] Z ∼= Z〈(1, g1)〉.

Then the maps d2 and d1 on these groups are expressed as

d2((1, g1, g2)) = (1, g2g
−1
1 )− (1, g2) + (1, g1), d2((1, g1)) = 0.

It follows that the first group homology is

H1(G,Z) = Z[G]/〈g2g−11 − g2 + g1〉 = Gab

the abelianization of G. This is an algebraic incarnation of Hurewicz’s theorem
on H1(X;Z) ∼= π1(X)ab for path-connected spaces X.

1One way of thinking about this sequence is as the simplicial chain complex associated to
the nerve of the groupoid that has elements of G as objects and unique morphisms between any
pair of objects. Exactness of the sequence follows from the fact that the category is equivalent
to the trivial category with one object and one morphisms, and hence its classifying space is
contractible.
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2.1.2 The Hochschild–Serre spectral sequence

Suppose H ⊆ G are finite groups, where H is normal inside G. Given a G-
module A, we can take the H-invariants AH and consider it as a G/H-module.
Then further taking the G/H-invariants give the G-invariants. That is, the
G-invariants functor

(−)G : G−mod→ Ab

factors as a composition of functors

G−mod
(−)H−−−→ G/H−mod

(−)G/H−−−−−→ Ab.

Hence, after verifying some technical conditions, we have the Grothendieck spec-
tral sequence.

Proposition 2.1.5. Let G be a finite group and H ⊆ G be a normal subgroup.
There is a cohomological Hochschild–Serre spectral sequence

Ep,q2 = Hp(G/H,Hq(H,A)) =⇒ Hp+q(G,A).

Here, Hq(H,A) has a natural G/H-action, since we may consider (−)H as a
functor G−mod→ G/H−mod instead of G−mod→ Ab.

Not surprisingly, there is an analogous statement for homology. This simi-
larly follows from the decomposition of the functor (−)G into

G−mod
(−)H−−−→ G/H−mod

(−)G/H−−−−−→ Ab.

Proposition 2.1.6. Let G be a finite group and H ⊆ G be a normal subgroup.
There is a homological Hochschild–Serre spectral sequence

E2
p,q = Hp(G/H,Hq(H,A)) =⇒ Hp+q(G,A).

From this we obtain a criterion for vanishing of Tate cohomology.

Lemma 2.1.7. Let G be a finite group and H ⊆ G be a normal subgroup.
Assume that A is a G-module such that

(i) Ĥi(H,A) = 0 for all integers i ∈ Z,

(ii) Ĥi(G/H,AH) = 0 for all integers i ∈ Z.

Then we also have Ĥi(G,A) = 0 for all integers i ∈ Z.

Proof. We first note that (i) for i = 0,−1 implies that the norm map

NH : AH → AH

16



is an isomorphism of G/H-modules. If we look at the cohomological Hochschild–
Serre spectral sequence, the E2-page is

Ep,q2 = Hp(G/H,Hq(H,A)) =

{
Hp(G/H,AH) q = 0

Hp(G/H, 0) q 6= 0

=

{
AG p = q = 0

0 otherwise.

It follows that the spectral sequence degenerates at the E2-page, hence

Hi(G,A) =

{
AG i = 0

0 i 6= 0.

Similarly, we compute the E2-page of the homological spectral sequence

E2
p,q = Hp(G/H,Hq(H,A)) =

{
AG p = q = 0

0 otherwise.

It follows that

Hi(G,A) =

{
AG i = 0

0 i 6= 0.

This shows that Ĥi(G,A) = 0 for i 6= 0,−1.
It now suffice to show that the norm map NG : AG → AG is an isomorphism

of abelian groups. To see this, we note that the norm map is the composition

AG ∼= (AH)G/H
NG/H−−−−→ (AH)G/H

NH−−→ (AH)G/H ∼= AG.

The map NG/H is an isomorphism by (ii) for i = 0,−1, and the map NH is an
isomorphism as we have seen above. This shows that NG : AG → AG is also an
isomorphism, and therefore Ĥi(G,A) = 0 for i = 0,−1.

2.2 The main computation

Let L/K be a finite Galois extension of p-adic local fields. Our goal in class
field theory is to construct the Artin reciprocity map

θL/K : K×/NL× → Gal(L/K)ab

and show that it is an isomorphism. The crucial observation is that the left
hand side can be realized as the zeroth Tate cohomology

K×/NL× = (L×)Gal(L/K)/NL× = Ĥ0(Gal(L/K), L×),

where the Galois group Gal(L/K) acts on the group L× in the natural way.
Similarly from Example 2.1.4, we see that

Gal(L/K)ab = H1(Gal(L/K),Z) = Ĥ−2(Gal(L/K),Z)
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where Z has a trivial Gal(L/K)-action. Therefore, what we want is an isomor-
phism

θL/K : Ĥ0(Gal(L/K), L×)→ Ĥ−2(Gal(L/K),Z).

Our strategy for obtaining the isomorphism

Ĥ0(Gal(L/K), L×)
θL/K−−−→ Ĥ−2(Gal(L/K),Z)

is to find an exact sequence that looks like

0→ L× → A
f−→ B → Z→ 0

of Gal(L/K)-modules. If A and B further have the property that all Tate
cohomology vanish, then the long exact sequence associated to the short exact
sequences 0 → L× → A → im(f) → 0 and 0 → im(f) → B → Z → 0 will give
isomorphisms

Ĥi(Gal(L/K), L×) ∼= Ĥi−1(Gal(L/K), im(f)) ∼= Ĥi−2(Gal(L/K),Z)

for all integers i. In particular, we will obtain local Artin reciprocity from the
special case i = 0.

2.2.1 Base-changing to the maximal unramified extension

Let K be a p-adic local field. Recall that finite unramified extensions of K
corresponds to finite extensions of the residue field k and moreover took the
form of K(ζqf−1), where q = |k| is the cardinality of the residue field. We
defined the maximal unramified extension of K as

Kunr =
⋃
f≥1

K(ζqf−1) ⊆ Ksep.

However, there is one technical problem in working with this field; it has a
discrete valuation induced from K, but the field is not complete with respect to
the valuation. For example, if we take K = Qp and the infinite sum∑

n≥0

pnζpn−1,

each finite truncation is in the field Kunr but the sum does not converge to any
element of Kunr, by uniqueness of the Teichmüller expansion. Hence we can
take the completion with respect to the valuation and define a new field Kunr,∧.

Example 2.2.1. If K = Qp, then the completed maximal unramified Kunr,∧

can also be constructed as the fraction field of W (Fsep
p ), where W denotes the

ring of Witt vectors.

18



On each finite unramified extension K(ζqf − 1)/K, there is a Frobenius
action. Thus we have a Frobenius action on Kunr as well, and continuously
extending the automorphism to the completion defines a canonical element

Frob/K ∈ Gal(Kunr,∧/K)

of the Galois group. Let us prove a statement that will be used in the future.
Denote by Ounr,∧

K the ring of integers in the field Kunr,∧.

Proposition 2.2.2. The group homomorphisms

Lam : (Ounr,∧
K )× → (Ounr,∧

K )×; x 7→ Frob/K(x)/x,

Laa : Ounr,∧
K → Ounr,∧

K ; x 7→ Frob/K(x)− x

are both surjective.

Proof. For y ∈ (Ounr,∧
K )×, we need to show that there exists a x ∈ (Ounr,∧

K )×

that solves the equation
Frob/K(x) = yx.

We find this x by inductively finding a sequence xn such that

Frob/K(xn) ≡ yxn (mod mn)

and xn ≡ xn−1 (mod mn−1). Then the limit x = limn→∞ xn will be the solution
we want. At the first step n = 1, the equation becomes

xq1 ≡ Frob/K(x1) ≡ yx1 (mod m)

and so solving this equation is equivalent to solving the equation x̄q−11 = ȳ inside
ksep, where ȳ is the image of y under (Ounr,∧

K )× → ksep,×. This exists since the
polynomial f(x) = xq−1 − ȳ is separable over ksep and hence has a root.

Let us now do the inductive step. Suppose we are given xn−1 satisfying
the congruence equation. Pick an element α ∈ mn−1K − mnK , and let us set
xn = xn−1 + αc. Because we only care about xn modulo mn, we shall also care
about c only modulo m. The equation Frob/K(xn) ≡ yxn can be also written
as

Frob/K(xn−1) + αcq ≡ yxn−1 + yαc (mod mn),

and because xn−1 satisfies the congruence modulo mn−1, this can also be written
as

Frob/K(xn−1)− yxn−1
α

+ cq ≡ yc (mod m).

Again, this has a solution c ∈ ksep since the polynomial cq − yc+ (const) is sep-
arable. This shows that we can choose c so that Frob/K(xn) ≡ yxn (mod mn).

For addition, we make a similar argument. This follows from the fact that
the Frobenius on the residue field

ksep → ksep; x 7→ xq − x

is surjective.
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This will play some role of a “universal cover” of K, as it unwraps the
Frobenius inside the fundamental group attached to the finite residue field.

Lemma 2.2.3. Let L/K be a finite extension of ramification index eL/K = e.
Then Lunr,∧/Kunr,∧ is a finite extension of degree e.

Proof. Let L0 be the intermediate subfield such that L0/K is unramified and
L/L0 is totally ramified of degree e. (This can be done even if L/K is not
Galois, since we may take L0 as field generated by K and the Teichmüller
lifts of elements of ` in L.) Then we observe that Kunr,∧ = Lunr,∧

0 since any
unramified extension of L0 is also unramified over K. Hence we may reduce the
problem to the case when L/K is totally ramified of degree e.

Consider all the fields as lying in Ksep,∧. Because unramified extensions of
L are of the form L(ζqf−1) = L ·K(ζqf−1), we see that Lunr,∧ is the completion
of the compositum of L and Kunr,∧. But because L/K is finite-dimensional, the
compositum L ·Kunr,∧ is already complete. This shows that

Lunr,∧ = L ·Kunr,∧

is simply the compositum. Now pick bases {1, πL, . . . , πe−1L } of L over K. By
looking at valuations, it follows that the elements are linearly independent over
Kunr,∧ as well. Therefore they form a basis, and hence the degree Lunr,∧/Kunr,∧

is equal to e.

When L/K is a finite extension, we can tensor it with Kunr,∧ over K to get
an algebra. Even though we cannot directly apply Theorem 1.1.4 as Kunr,∧, we
still expect that the algebra splits as a product of fields. In fact, we have the
following proposition.

Proposition 2.2.4. Let L/K be a finite Galois extension. Assume that K ⊆
L0 ⊆ L where L0/K is an unramified extension of degree f and L/L0 is totally
ramified of degree e. Then there exists an isomorphism of Kunr,∧-algebras

φ : L⊗K Kunr,∧ ∼=
f−1∏
i=0

Lunr,∧; x⊗ y 7→ (σi(x)y)

where {σ0, . . . , σf−1} ⊆ Gal(L/K) are lifts of elements of Gal(L0/K) under the
surjection Gal(L/K) � Gal(L0/K).

Proof. Consider the maximal unramified subextension K0/K of L/K. Then by
finitary Galois theory, we have an isomorphism

φ0 : L⊗K K0
∼=
f−1∏
i=0

L; x⊗ y 7→ (σi(x)y)

of K0-algebras. When we base change both sides to Kunr,∧, we claim that we
obtain the desired isomorphism φ. To check this, it suffices to show that the
map

L⊗K0 K
unr,∧ → Lunr,∧; x⊗ y 7→ xy

is an isomorphism of Kunr,∧-algebras. This follows from the fact that the map
is surjective and both sides have the same dimension over Kunr,∧.
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2.2.2 The explicit resolution

Given L/K finite Galois, the K-algebra

L⊗K Kunr,∧

has two natural actions. There is first the Gal(L/K)-action given by, for each
σ ∈ Gal(L/K),

σ : L⊗K Kunr,∧ → L⊗K Kunr,∧; x⊗ y 7→ σ(x)⊗ y.

On the other hand, we note that there is a canonical generator Frob/K ∈
Gal(Kunr/K), and it naturally extends to an automorphism of Kunr,∧. Then
we can act on L⊗K Kunr,∧ as

Frob : L⊗K Kunr,∧ → L⊗K Kunr,∧; x⊗ y 7→ x⊗ Frob(y).

We note that the two actions naturally commute.
Consider the group of units in this K-algebra, (L⊗KKunr,∧)×. Let us define

the homomorphism

La : (L⊗K Kunr,∧)× → (L⊗K Kunr,∧)×; x 7→ x−1 Frob(x).

Because the Frobenius commutes with the Galois action, this map is Gal(L/K)-
equivariant.

From Proposition 2.2.4 we obtain an alternative description of this group of
units and this homomorphism. First, we pick lifts

{σ0, . . . , σf−1} ⊆ Gal(L/K)

so that they restrict to corresponding powers of the Frobenius;

σi|L0
= FrobiL0/K ∈ Gal(L0/K).

Then under the isomorphism φ : L ⊗K Kunr,∧ →
∏f
i=1 L

unr,∧, we Frobenius
action can be identified with another map Frob on the right hand side that
makes the following diagram commute.

L⊗K Kunr,∧ ∏f−1
i=0 L

unr,∧

L⊗K Kunr,∧ ∏f−1
i=0 L

unr,∧

Frob

φ

∼=

Frob

φ

∼=

Lemma 2.2.5. Under this setting, the map Frob on
∏f
i=1 L

unr,∧ is given by

(x0, x1, . . . , xf−1) 7→ (τf−1(xf−1), τ0(x0), . . . , τf−2(xf−2))

where τi ∈ Gal(Lunr,∧/K) are the unique elements satisfying

τi|Kunr,∧ = Frob/K , τi|L = σi+1σ
−1
i .
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Proof. First note that there indeed exist unique such τi, since L ∩Kunr,∧ = L0

and
Frob/K |L0

= FrobL0/K = (σi+1σ
−1
i )|L0

.

In the diagram, we see that there is a unique map making the diagram
commute. The map described in the lemma is K-linear, and hence it suffices
to check that the diagram commutes when we put this inside the diagram and
evaluate on simple tensors. If we send x⊗ y along the lower path, we obtain

x⊗ y 7→ x⊗ Frob/K(y) 7→ (σi(x) Frob/K(y))0≤i<f .

If we send it along the upper path, we obtain

x⊗ y 7→ (σi(x)y)0≤i<f 7→ (τi−1(σi−1(x)y))0≤i<f .

By the definition of τ , we see that

τi−1(σi−1(x)y) = τi−1(σi−1(x))τi−1(y) = σi(x) Frob/K(y).

Therefore the two ways of composing morphisms agree.

Corollary 2.2.6. The map La on
∏f
i=1(Lunr,∧)× is given by

La : (x0, x1, . . . , xf−1) 7→ (
τf−1(xf−1)

x0
, τ0(x0)

x1
, . . . ,

τf−2(xf−2)
xf−1

).

Our goal now is to compute the kernel and cokernel of this endomorphism
La of (L⊗K Kunr,∧)×.

Lemma 2.2.7. The kernel of La is L×.

Proof. The kernel is the set of x such that Frob(x) = x. But we have that

(Kunr,∧)Frob=id = K,

since when we take Teichmüller expansions of an element fixed by the Frobenius,
all the coefficients should lie in K. Because L is a vector space over K and Frob
does not act on this part, we see that

(L⊗K Kunr,∧)Frob=id = L⊗K (Kunr,∧)Frob=id = L⊗K K = L.

If we take the group of units of both sides, we obtain the desired result.

Lemma 2.2.8. The cokernel of La is Z, with the quotient map being

(L⊗K Kunr,∧)× ∼=
f∏
i=1

(Lunr,∧)× → Z; (li) 7→
f∑
i=1

log|πL||li|.
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Proof. It is clear that this map is surjective. It thus suffices to show that any
element in the kernel is in the image of La. With the description of the map given
in Corollary 2.2.6, it suffices to prove the following statement: if y0, . . . , yf−1 ∈
(Lunr,∧)× satisfies |y0 · · · yf−1| = 1, then there exist x0, . . . , xf−1 ∈ (Lunr,∧)×

satisfying

τ0(x0) = y1x1, τ1(x1) = y2x2, . . . , τf−1(xf−1) = y0x0.

Here, we note that choosing x0 complete determines all other xi by

x1 = y−11 τ0(x0), x2 = y−12 τ1(x1) = y−12 τ1(y1)−1τ1τ0(x0), . . . ,

xf−1 = y−1f−1(τf−2(yf−2))−1 · · · (τf−2 · · · τ1(y1))−1τf−2 · · · τ0(x0).

This in fact satisfies all the equations except for the last one τf−1(xf−1) = y0x0.
Therefore existence of the solution (x0, . . . , xf−1) is equivalent to the existence
of a solution x0 to the equation

x0 = y−10 (τf−1(yf−1))−1 · · · (τf−1 · · · τ1(y1))−1(τf−1 · · · τ0(x)).

Let us write y = y−10 · · · (τf−1 · · · τ1(y1))−1. Since any field automorphism
fixes the absolute value, we see that

|y| = |y0|−1|yf−1|−1 · · · |y1|−1 = 1−1 = 1

by the assumption on y0, . . . , yf−1. Moreover, we see that

(τf−1 · · · τ0)|Kunr,∧ = Frobf/K ,

(τf−1 · · · τ0)|L = (σ0σ
−1
f−1)(σf−1σ

−1
f−2) · · · (σ1σ−10 ) = idL .

It follows that τf−1 · · · τ0 = Frob/L.
Therefore the statement we need to prove reduces to the following: if y ∈

(Lunr,∧)× satisfies |y| = 1 then there exists a x0 ∈ (Lunr,∧)× such that

x0 = y Frob/L(x0).

This is precisely the statement of Proposition 2.2.2.

Summing up, we have the following theorem.

Theorem 2.2.9. For L/K a finite Galois extension, we have an exact sequence

0→ L× → (L⊗K Kunr,∧)×
La−→ (L⊗K Kunr,∧)×

∑
v−−→ Z→ 0

of Gal(L/K)-modules. (Here, Z has the trivial Galois action.)
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2.2.3 Vanishing of Tate cohomology

We will now prove that (L ⊗K Kunr,∧)× is acyclic with respect to Tate coho-
mology. We will need the following theorem about the structure of the Galois
group Gal(L/K).

Lemma 2.2.10. If L/K is a finite Galois extension of p-adic local fields, then
the Galois group Gal(L/K) is solvable.

Proof. There is the ramification filtration

Gal(L/K) ⊇ G0 ⊇ G1 ⊇ G2 ⊇ · · ·

defined by

Gi = {g ∈ Gal(L/K) : gx− x ∈ mi+1
L for all x ∈ OL}.

The intersection of all of these groups is indeed trivial, since the extension L/K
is generated by finitely many elements.

We first note that G0 is the inertia subgroup sitting in the short exact
sequence

1→ G0 → Gal(L/K)→ Gal(l/k)→ 1.

So Gal(L/K)/G0 is a cyclic group. For the other quotients, we note that for
i ≥ 0 we may identify

Gi = {g ∈ G0 ⊆ Gal(L/K) : gπL − πL ∈ mi+1
L }

if we pick a uniformizer πL ∈ L. This is because being in G0 implies that all
Teichmüller lifts of k are fixed, then the ring OL is generated over OK by πL
and these Teichmüller lifts. This shows that we obtain a map

Gi → (1 + miL)×; g 7→ gπL
πL

.

Taking the quotient by Gi+1, we may further define the map

Gi/Gi+1 → (1 + miL)×/(1 + mi+1
L )×; g 7→

[gπL
πL

]
.

This map is injective since Gi+1 is the set of precisely those Galois auto-
morphisms g for which gπL/πL ∈ 1 + mi+1

L . We further claim that it is a group
homomorphism. To see this, first note that the map is independent of the choice
of uniformizer πL. If we change πL to $L = uπL for some unit u ∈ O×K , we see
that

g$L/$L

gπL/πL
=
gu

u
∈ 1 + mi+1

L

for all g ∈ Gi since gu− u ∈ mi+1
L by definition. Therefore the map is indepen-

dent of the choice of uniformizer. Then if we take g1, g2 ∈ Gi we compute

g1g2 7→
[g1g2πL

πL

]
=
[g1(g2πL)

g2πL

][g2πL
πL

]
∈ (1 + miL)×

(1 + mi+1
L )×

.
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It follows that Gi/Gi+1 → (1 + miL)×/(1 + mi+1
L )× is indeed an injective group

homomorphism. Since the target group is abelian, the quotient Gi/Gi+1 is also
abelian.

Lemma 2.2.11. If Gal(L/K) is cyclic of prime order, then

Ĥi(Gal(L/K), (L⊗K Kunr,∧)×) = 0

for all i ∈ Z.

Proof. From Example 2.1.3, we have isomorphisms

Ĥ2i(Gal(L/K), (L⊗K Kunr,∧)×) ∼= Ĥ0(Gal(L/K), (L⊗K Kunr,∧)×),

Ĥ2i−1(Gal(L/K), (L⊗K Kunr,∧)×) ∼= Ĥ−1(Gal(L/K), (L⊗K Kunr,∧)×).

Therefore it suffices to prove that

(1) the norm map NL/K : (L⊗K Kunr,∧)× → K× is surjective,

(2) the kernel of the norm map is generated as a group by elements of the
form ga/a for g ∈ Gal(L/K) and a ∈ (L⊗K Kunr,∧)×.

Since Gal(L/K) is a cyclic extension of prime degree, it is either unramified
or totally ramified. If it is unramified, we note that Proposition 2.2.4 identifies

φ : (L⊗K Kunr,∧)× ∼=
f−1∏
i=0

(Kunr,∧)×; x⊗ y 7→ (FrobiL/K(x)y)0≤i<f .

Under the isomorphism, the Gal(L/K)-action is given by

FrobL/K : (x0, . . . , xf−1) 7→ (x1, . . . , xf−1, x0).

It immediately follows that the norm map is given by

(x0, . . . , xf−1) 7→ (
∏f−1
i=0 xi, . . . ,

∏f−1
i=0 xi),

and hence surjects onto the Gal(L/K)-invariants, while the kernel is generated
by elements of the form FrobL/K(x)/x.2

Let us now consider the case when L/K is totally ramified. In this case, the
same Proposition 2.2.4 identifies the module as the compositum

φ : (L⊗K Kunr,∧)× ∼= (Lunr,∧)×.

Furthermore, the Galois action is given acting through isomorphism Gal(L/K) ∼=
Gal(Lunr,∧/Kunr,∧). Hilbert’s theorem 90 in its classical form precisely tells us
that Nx = 1 for x ∈ Lunr,∧ implies x = σ(y)/y for some σ ∈ Gal(L/K) a
generator and y ∈ Lunr,∧. This implies that

Ĥ−1(Gal(L/K), (Lunr,∧)×) = 0.

2We may also argue that since this Gal(L/K)-module is induced and coinduced, so all its
group cohomology and homology vanish, and by 2-periodicity all Tate cohomology vanish.
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For Ĥ0, we again use a proposition that we shall not prove. In Serre’s Local
Fields [Ser79], Section V.4, it is proven that the norm map

(Lunr,∧)×
NL/K−−−−→ (Kunr,∧)×

is surjective. It immediately follows that

Ĥ0(Gal(L/K), (Lunr,∧)×) = 0.

Therefore we obtain the desired vanishing for L/K totally ramified as well.

Lemma 2.1.7 tells us that if we have a module that is acyclic over both H
and G/H in an appropriate sense, then it will be acyclic over G. We can use
this to arrive at the same conclusion for arbitrary finite Galois extensions, not
necessarily cyclic of prime order.

Theorem 2.2.12. If L/K is a finite Galois extension of p-adic local fields, then

Ĥi(Gal(L/K), (L⊗K Kunr,∧)×) = 0

for all i ∈ Z.

Proof. Using Lemma 2.2.10 we can find a filtration

Gal(L/K) = H0 ⊃ H1 ⊃ H2 ⊃ · · · ⊃ Ht−1 ⊃ Ht = 1,

such that each quotient inclusion Hi+1 ⊂ Hi is a normal subgroup and Hi/Hi+1

is a cyclic group of prime order. Denote Li = LHi so that we have a sequence
of field extensions

K = L0 ↪→ L1 ↪→ L2 ↪→ · · · ↪→ Lt−1 ↪→ Lt = L.

We now show that

Ĥi(Gal(L/Lj), (L⊗Lj L
unr,∧
j )×) = 0

for all i ∈ Z, inductively in j starting from j = t and descending to j = 0.
In the base case j = t, this is trivially satisfied since Gal(L/L) = {idL} is the
trivial group. Suppose that the statement holds for j+1 and let us try to prove
it for j. We would like to apply Lemma 2.1.7 to the normal subgroup group
Gal(L/Lj+1) ⊆ Gal(L/Lj) and the Galois module (L⊗Lj L

unr,∧
j )×.

By the induction hypothesis, we know that

Ĥi(Gal(L/Lj+1), (L⊗Lj+1 L
unr,∧
j+1 )×) = 0.

Here, we observe that

L⊗Lj L
unr,∧
j

∼= L⊗Lj+1
(Lj+1 ⊗Lj L

unr,∧
j ) ∼= L⊗Lj+1

(
∏
Lunr,∧
j+1 )
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as Gal(L/Lj+1)-modules, and hence the Gal(L/Lj+1)-module (L ⊗Lj L
unr,∧
j )×

is simply a finite direct sum of copies of (L⊗Lj+1
Lunr,∧
j+1 )×. It follows that

Ĥi(Gal(L/Lj+1), (L⊗Lj L
unr,∧
j )×) =

⊕
0 = 0

for all i ∈ Z.
To apply Lemma 2.1.7, it is now enough to verify that

Ĥi(Gal(Lj+1/Lj), ((L⊗Lj L
unr,∧
j )×)Gal(L/Lj+1)) = 0

for i ∈ Z. Here, we simply note that the Gal(L/Lj+1)-fixed points of L⊗LjL
unr,∧
j

is simply Lj+1 ⊗Lj L
unr,∧
j . Since Lj+1/Lj is cyclic of prime order by definition,

vanishing of this Tate cohomology directly follows from Lemma 2.2.11.

In the exact sequence

0→ L× → (L⊗K Kunr,∧)×
La−→ (L⊗K Kunr,∧)×

∑
v

−−→ Z→ 0

of Theorem 2.2.9, we now see that the middle two terms have zero Tate coho-
mology in all degrees.

Corollary 2.2.13. The composition of the inverse of two coboundary maps
gives an isomorphism

−θL/K : K×/NL× ∼= Ĥ0(Gal(L/K), L×)
∼=−→ Ĥ−2(Gal(L/K),Z) ∼= Gal(L/K)ab.

(To agree with convention, we have to put in a minus sign; otherwise, the val-
uation on the left hand side recovers the inverse of the action on the maximal
unramified on the right hand side.)

2.2.4 Explicit description of the Artin reciprocity map

We use the explicit resolution to give a more explicit description of the Artin
reciprocity map θL/K : K×/NL× → Gal(L/K)ab. The idea is that we can pro-
duce explicit resolutions of Z in other ways, for example, by the bar construction,
and then compare the two resolutions we have.

For brevity let us denote G = Gal(L/K). The bar construction gives a
resolution of Z by

0→ ker δ2 → Z[G2]
δ2−→ Z[G]

δ1−→ Z→ 0.

We observe two facts:

• The G-modules Z[Gn] are free Z[G]-modules, hence they are projective.

• Because Z[G] is both induced and coinduced, we see that all its group
cohomology and homology vanish. Moreover, the 0th and −1th Tate co-
homology vanish as well, and hence Z[Gn] are all acyclic with respect to
Tate cohomology.
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Because the modules are projective, we can lift maps to form the following
commutative diagram.

0 ker δ2 Z[G2] Z[G] Z 0

0 L× (L⊗K Kunr,∧)× (L⊗K Kunr,∧)× Z 0

ϕ

δ2 δ1

La
∑
v

Since the terms in the middle of the exact sequences are all acyclic with respect
to Tate cohomology, the map ϕ will induces an isomorphism of cohomology
groups

Ĥ0(Gal(L/K), L×)
ϕ∗←−− Ĥ0(Gal(L/K), ker δ2) ∼= Gal(L/K)ab.

To work this out precisely, we need a description of the map ϕ and the isomor-
phism Ĥ0(ker δ2) ∼= Gal(L/K)ab.

First, let us explicitly figure out how the 0th cohomology of ker δ2 is identified
with the abelianization of the group G. The boundary map δ2 takes the form
of

δ2 : (g1, g2) 7→ g2 − g1.

Then we see that if we take the G-invariants Z[G2], which is the free abelian
group generated by

∑
g∈G(g, gg0) ∈ Z[G2] for g0 ∈ G, it is already contained in

ker δ2. Therefore
(ker δ2)G = Z[G2]G.

To compute the norms, we see that the kernel ker δ2 is the subgroup of Z[G2]
generated by elements of the form

(g1, g2) + (g2, g3)− (g1, g3) ∈ Z[G2].

It follows that the group of norms are generated by

N((g1, g2)+(g2, g3)− (g1, g3)) = N((1, g−11 g2))+N((1, g−12 g3))−N((1, g−11 g3)).

Since the G-invariants is the free group generated by N((1, g)), we obtain an
isomorphism

Ĥ0(Gal(L/K), ker δ2)
∼=,N((1,g)) 7→g−−−−−−−−−→ Z[G]/〈g1 + g2 − g1g2〉 ∼= Gab.

Here, we get the abelianization since g1g2 = g1 + g2 = g2 + g1 = g2g1 under the
relation.

Let us now work out the map ϕ that induces the isomorphism on the 0th
Tate cohomology. To obtain the first lift Z[G]→ (L⊗KKunr,∧)×, we only need
to choose where 1 ∈ Z[G] maps to. Thus we pick an element α ∈ (L⊗K Kurn)×

that has valuation equal to 1.

Z[G]→ (L⊗K Kunr,∧)×; 1 7→ α.
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To obtain the next lift, we note that Z[G2] as a Z[G]-module is free with
generators {(1, g) ∈ G}. Note that under the map

Z[G2]
δ2−→ Z[G]

α−→ (L⊗K Kunr,∧)×,

the generators (1, g) are sent to

(1, g) 7→ g − 1 7→ gα

α
.

Therefore we find lifts βg ∈ (L⊗K Kunr,∧)× for each g ∈ G satisfying

La(βg) =
Frob(βg)

βg
=
gα

α
∈ (L⊗K Kunr,∧)×

and define the homomorphism

β : Z[G2]→ (L⊗K Kunr,∧)×; (g1, g2) = g1(1, g−11 g2) 7→ g1βg−1
1 g2

.

Now we can describe isomorphism on Tate cohomology. If we restrict the
map β to ker δ2, the isomorphism on the 0th Tate cohomology is given by

(ker δ2)Gal(L/K)/N(ker δ2)
β∗−→ K×/NL×; N((1, g)) 7→ Nβg.

Here, we note that the norm Nβg of βg is indeed in K× since first it is invariant
under the action of Gal(L/K) and secondly

Frob(Nβg)

Nβg
= N

(
Frob(βg)

βg

)
= N

(
gα

α

)
= 1

shows that it is also invariant under the action of Frob.
From the above discussion, we obtain the following theorem.

Theorem 2.2.14 (Dwork [Dwo58]). Let L/K be a finite Galois extension of
p-adic local fields. Fix a Galois automorphism g ∈ Gal(L/K). Choose

(1) an element α ∈ (L⊗K Kunr,∧)× such that
∑f
i=1 v(αi) = 1, and

(2) an element β ∈ (L⊗K Kunr,∧)× satisfying

Frob(β)

β
=
gα

α
.

Then Nβ−1 ∈ K× and its equivalence class in K×/NL× is independent of the
choices of α and β. Moreover, this class is the image of g ∈ Gal(L/K) under
the composition

Gal(L/K) � Gal(L/K)ab
θ−1
L/K−−−→ K×/NL×.

(We take the norm of β−1 instead of β to have the correct sign.)
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In fact, the above description uniquely defines the Artin reciprocity map
θL/K . What do we do if we want to describe the absolute version of the Artin

reciprocity map θ/K : K× → Gal(Ksep/K)ab? We can compose with the natural
restriction map

Gal(Ksep/K)ab � Gal(L/K)ab
θ−1
L/K−−−→ K×/NL×

to obtain information about θ/K up to NL×. As we use larger and larger L, we
will get finer and finer descriptions of the reciprocity map θ/K .

2.2.5 Proof of local class field theory

We have constructed the isomorphisms between K×/NL× and Gal(L/K)ab for
finite Galois extensions L/K. We would now like to show that we may stack
those relative isomorphisms together to obtain the absolute Artin reciprocity
map

θ/K : K̂×
∼=−→ Gal(Ksep/K)ab.

At a heuristic level, it makes sense that we have such an isomorphism since

K̂× = lim←−
U

K×/U, Gal(Ksep/K)ab = lim←−
L

Gal(L/K)ab

are both inverse limits of the objects appearing on either side of the relative
Artin reciprocity map θL/K . Thus, to achieve the goal we need two facts: firstly
that the relative Artin map really behaves well when we change L to a larger
field, and secondly that the groups NL× can be arbitrary small open subgroups
of K×.

Let us first prove that the Artin reciprocity map behaves well with respect
to passing to large extensions.

Proposition 2.2.15. The relative Artin reciprocity map θL/K constructed as in
Corollary 2.2.13 satisfies the following property: if E/L/K are finite extensions
of a p-adic local field K, with both E/K and L/K Galois, the diagram

K×/NE/KE
× Gal(E/K)ab

K×/NL/KL
× Gal(L/K)ab

θE/K

θL/K

commutes. (Note that NE/KE
× ⊆ NL/KL× since NE/K = NL/K ◦NE/L.)

Proof. We first note that the diagram

0 E× (E ⊗Kunr,∧)× (E ⊗Kunr,∧)× Z 0

0 L× (L⊗Kunr,∧)× (L⊗Kunr,∧)× Z 0

NE/L

La

NE/L NE/L

La
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commutes. We use the explicit description of the Artin reciprocity map. Given a
Galois automorphism g ∈ Gal(E/K), we need to show that first mapping under
θ−1E/K and then projecting down is equal to first restricting to Gal(L/K)ab and

then mapping through θ−1L/K .

To see this, we first take an element αE ∈ (E ⊗ Kunr,∧)× as in Theo-
rem 2.2.14. Then αL = NE/LαE maps to 1 ∈ Z and hence can be used to

compute θ−1L/K(g) as well. We solve the equation

Frob/K(βE)

βE
=
gαE
αE

for βE ∈ (E ⊗Kunr,∧)× and then we have

θ−1E/K(g) = NE/Kβ
−1
E .

On the other hand, applying NE/L on both sides give

Frob/K(NE/LβE)

NE/LβE
= NE/L

(
Frob/K(βE)

βE

)
= NE/L

(
gαE
αE

)
=
gαL
αL

since Gal(E/L) ⊆ Gal(E/K) being normal implies g ◦NE/L = NE/L ◦g. There-
fore we obtain

θ−1L/K(g) = NL/K(NE/Lβ
−1
E ) = NE/Kβ

−1
E = NE/Lθ

−1
E/K(g),

and this proves the proposition.

Proposition 2.2.16. Let K be a p-adic local field, and consider its multiplica-
tive group K× with the natural induced topology.

(a) For any finite extension L/K, the subgroup of norms NL× ⊆ K× is open.

(b) For any finite index open subgroup U ⊆ K×, there exists a finite extension
L/K for which NL× ⊆ U .

Proof. (a) It suffices to show that NL× contains 1 + mtK for large enough t.
But we note that NL× contains (K×)d where d = [L : K] is the degree, and
(1 + mK)d contains some open neighborhood of 1 by Hensel’s lemma.

(b) We first note that any finite index open subgroup U ⊆ K× contains
(K×)t for large enough t. This is because any index t subgroup necessarily
contains (K×)t. Hence it suffice to show that there exist finite L/K for which
NL× ⊆ (K×)t.

Before we construct this field extension L, we first observe that the Artin
reciprocity map tells us that if E,L/K are finite abelian extensions, then the
norms of the compositum EL can be described as

NEL/K(EL)× = (NE/KE
×) ∩ (NL/KL

×) ⊆ K×.
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This is because the kernel of Gal(Ksep/K) → Gal(E/K) × Gal(L/K) corre-
sponds to the kernel of K× → (K×/NE/KE

×)× (K×/NL/KL
×).

Using this fact, we explicitly construct such a field L for which NL× ⊆
(K×)t. We first adjoin the tth roots of unity to obtain K0 = K(ζt) and then

adjoin all tth roots of elements of K0 to obtain L = K0(K
1/t
0 ). This is indeed a

finite extension because (K×0 )t ⊆ K×0 has finite index, and hence we need only
adjoin finitely many a1/t.

First, we note that

NL/K0
L× =

⋂
a∈K×0

NK0(a1/t)/K0
K0(a1/t)×,

and because each NK0(a1/t)× has index t inside K×0 , each of the NK0(a1/t)×

contains (K×0 )t. It follows that

NL/K0
L× ⊇ (K×0 )t.

On the other hand, Kummer theory tells us that a degree t cyclic extension of
K0 uniquely looks like K0(a1/t) for a ∈ K×0 /(K

×
0 )t, and hence

|Gal(L/K0)| = |Hom(Gal(L/K0), µt)| = [K×0 : (K×0 )t].

Since the Artin reciprocity map gives an isomorphism

K×0 /NL/K0
L× ∼= Gal(L/K0),

it follows that
NL/K0

L× = (K×0 )t.

Then
NL/KL

× ⊆ NK0/K(NL/K0
L×) = NK0/K((K×0 )t) ⊆ (K×)t,

and this finishes the proof.

Therefore we may construct and define the absolute Artin reciprocity map

θ−1/K : Gal(Ksep/K)ab = lim←−
L/K

Gal(L/K)ab
θ−1
L/K−−−→ lim←−

L/K

K×/NL× = K̂×,

which is an isomorphism since it is the projective limit of isomorphisms. To
prove Theorem 1.2.1, we need to verify the listed properties.

Proposition 2.2.17. The relative Artin reciprocity map θL/K constructed as in
Corollary 2.2.13 satisfies the following property: if E/L/K are finite extensions
of a p-adic local field K, with E/K Galois, the diagram

L×/NE/LE
× Gal(E/L)ab

K×/NE/KE
× Gal(E/K)ab

NL/K

θE/L

inc.

θE/K

commutes.
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Proof. Note that there is a multiplication map

µ : L⊗K Kunr,∧ → Lunr,∧; x⊗ y 7→ xy

of algebras, and it induces a map

E ⊗K Kunr,∧ = E ⊗L (L⊗K Kunr,∧)→ E ⊗L Lunr,∧.

Moreover, if we denote by f = [l : k] the inertial degree of L/K, the diagram

L⊗K Kunr,∧ L⊗K Kunr,∧

Lunr,∧ Lunr,∧

µ

id⊗Frobf
/K

µ

Frob/L

commutes. Hence tensoring with E over L shows that the diagram

E ⊗K Kunr,∧ E ⊗K Kunr,∧

E ⊗L Lunr,∧ E ⊗L Lunr,∧

µ

Frobf
/K

µ

Frob/L

commutes.
We now use the description of the Artin reciprocity map as in Theorem 2.2.14.

Fix a g ∈ Gal(E/L) which can also be thought of as an element of Gal(E/K).
To compute θ−1E/K(g), we first choose an element αK ∈ (E ⊗K Kunr,∧)× with

valuation 1. If we solve the equation

Frob/K β

β
=
gαK
αK

for β ∈ (E ⊗K Kunr,∧)×, then

θ−1E/K(g) = [NE/Kβ
−1] ∈ K×/NE/KE×.

On the other hand, we have

Frob/L(µβ)

µβ
= µ

(
Frobf/K β

β

)
= µ

(
g(αK Frob/K αK · · ·Frobf−1/K αK)

αK Frob/K αK · · ·Frobf−1/K αK

)
.

Hence if we set
αL = µ(αK Frob/K αK · · ·Frobf−1/K αK)

then
Frob/L(µβ)

µβ
=
gαL
αL

.

Here, we observe that the valuation of αL in (E ⊗L Lunr,∧)× is equal to the
valuation of αK inside (E⊗KKunr,∧)× after expanding out the definition of the
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valuation. Therefore the valuation of αL is 1, and hence can be used to compute
the reciprocity map. In particular,

θ−1E/L(g) = [NE/L(µβ)−1] ∈ L×/NE/KE×.

However, we note that

E× = (E ⊗K K)× (E ⊗K Kunr,∧)×

E× = (E ⊗L L)× (E ⊗L Lunr,∧)×

µ

commutes, and hence when we restrict out attention to inside E×, the multi-
plication map µ is the identity. It follows that

θ−1E/K(g) = [NE/Kβ
−1] = NL/K [NE/Lβ

−1] = NL/Kθ
−1
E/L(g),

and this proves the commutativity of the desired diagram.

Proposition 2.2.18. The relative Artin reciprocity map θL/K constructed as in
Corollary 2.2.13 satisfies the following property: if L/K is unramified of degree
d, then the Artin map is given by

θL/K : K×/NL× → Gal(L/K) ∼= Z/nZ; x 7→ log|πK ||x|.

Proof. Again, we use the explicit description of the map from Theorem 2.2.14.
Because L/K is unramified, Proposition 2.2.4 gives an alternative description

φ : L⊗K Kunr,∧ ∼= (Kunr,∧)d; x⊗ y 7→ (FrobiL/K(x)y),

with the Lang map given by

La: (x0, . . . , xd−1) 7→ (
Frob/K(xd−1)

x0
,
Frob/K(x0)

x1
, . . . ,

Frob/K(xd−2)

xd−1
).

In our case, the Gal(L/K)-action on L⊗K Kunr,∧ is simply given by shifting,

FrobL/K : (x0, . . . , xd−1) 7→ (x1, . . . , xd−1, x0).

To compute θL/K , we first take

α = (πK , 1, 1, . . . , 1) ∈ ((Kunr,∧)×)d ∼= (L⊗K Kunr,∧)×,

and find a solution to La(β) = gα/α. If g = FrobL/K is the generator, we have

gα

α
= (π−1K , 1, . . . , 1, πK)

and hence
β = (1, . . . , 1, π−1K ) ∈ (L⊗K Kunr,∧)×

is a solution to gα/α = La(β). Therefore, when we take its norm we obtain

Nβ = (π−1K , . . . , π−1K ) ∈ (L⊗K Kunr,∧)×,

which corresponds to π−1K ∈ K× under φ. Therefore Nβ−1 defines the correct
class in K×/NL×.
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Combining all of the results in this subsection, we finally obtain a full proof
of local class field theory, Theorem 1.2.1.
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Chapter 3

Explicit local class field
theory via Lubin–Tate
groups

In the previous chapter, we used Galois cohomology to compute the abelianiza-
tion of the Galois group. The way we carried out the computation was to use
a certain acyclic resolution of Z or L×. The method of Lubin–Tate theory is to
describe the local Artin map by explicitly constructing a representation.

The inverse of the Artin reciprocity map will gives us a group homomorphism

WK �W ab
K

θ−1
/K−−→ K× = GL1(K).

Thus this contains the same information as a 1-dimensional K-linear represen-
tation of the Weil group WK .

Question. Which 1-dimensional representation does this correspond to?

The strategy is to find an algebro-geometric object defined over K that has
a structure of a module. If X/K is a scheme for instance, the set of Ksep-points
naturally has a Gal(Ksep/K)-action. If X/K has an algebraic structure of an
OK-module, for instance, then X(Ksep) naturally is also an OK-module and
the Galois action has to be OK-linear. In other words, the OK-module

X(Ksep)

is a OK-linear representation of the absolute Galois group Gal(Ksep/K).
It turns out that schemes are too rigid to work with in this context. There are

very few commutative group schemes (of finite type) out there, and it is almost
impossible for them to have interesting OK-module structures. Thus we make
a compromise by including “formal schemes” in our class of algebro-geometric
objects.
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This elegant approach to local class field theory was developed entirely by
Lubin–Tate [LT65]. Interestingly, the approach was developed nearly a hundred
years after Kronecker developed explicit global class field theory over Q and
imaginary quadratic fields. The Lubin–Tate formal module is supposed to be
the local analogue of an elliptic curve with complex multiplication, so that the
ring of endomorphisms look like the ring of integers in the p-adic local field.

3.1 Formal schemes and groups

To define formal groups, we do not need the most general notion of a formal
schemes. Thus instead of defining a formal group, we shall content with giving
the one example we will be using.

Let A be a commutative ring, and consider the ring of formal power series

A[[x]] =

{ ∞∑
i=0

aix
i : a0, a1, . . . ∈ A

}
.

This ring has a topology, with set of cosets of the ideals (xn) being a topological
basis. Instead of taking the set of prime ideals of the ring A[[x]] and forming
SpecA[[x]], we shall consider the ring as the inverse limit

A = A[x]/(x) � A[x]/(x2) � A[x]/(x3) � A[x]/(x4) � · · ·

and then consider the scheme as the direct limit of the map on Spec, so

Spf A[[x]] = lim−→(SpecA[x]/(x) ↪→ SpecA[x]/(x2) ↪→ SpecA[x]/(x3) ↪→ · · · ).

(The direct limit is taken inside the category of functors Ring → Set, not in
the category of schemes.) This process will somehow record the topological
structure of A[[x]] and produce a different object than SpecA[[x]].

We now contemplate on what it means for the formal scheme Spf A[[x]] to
have a group structure. First, let us assume that the identity is at the point x =
0. A group multiplication map will be a map Spf A[[x]]×Spf A[[x]]→ Spf A[[x]]
and hence will correspond to a algebra homomorphism A[[x]]→ A[[x]]⊗̂A[[x]] ∼=
A[[x1, x2]]. Since A[[x]] is topologically generated by the one element x ∈ A[[x]],
the homomorphism will be determined completely by this one element x. This
motivates us to make the following definition.

Definition 3.1.1. Let A be a ring. An abelian group structure on Spf A[[x]],
or a formal group law is a formal power series F ∈ A[[x, y]] satisfying

(1) F (x, y) ∈ x+ y + xyA[[x, y]] (so that F (x, 0) = x and F (0, y) = y),

(2) F (x, y) = F (y, x) (so that the group is commutative),

(3) F (x, F (y, z)) = F (F (x, y), z) (so that the group is associative),

(4) there exists a power series G(x) ∈ A[[x]] such that F (x,G(x)) = 0 (so that
there is an inverse).
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The formal scheme A[[x]] with this group structure given by F will be normally
denoted in Fraktur, such as F.

Note that composition of formal power series such as F (x, F (y, z)) makes
sense since (1) guarantees that only finitely many terms contribute to a given
degree.

Lemma 3.1.2. If a power series F satisfies (1), then it automatically satisfies
(4) as well.

Proof. We first set G ≡ −x (mod x2). Given G modulo xn, we inductively lift it
toGmodulo xn+1. If we are givenGmodulo xn, (1) tells us that F (x,G(x))−x−
G(x) ∈ xG(x)A[[x]] is determined modulo n+ 1. Thus to make F (x,G(x)) = 0,
there exists a unique way to lift G(x) to modulo xn+1.

We remark that if we take a functor-of-points point of view, the formal
scheme Spf A[[x]] may be considered as a functor

A−alg→ Set; B 7→ {nilpotent elements of B}.

Then a formal group law may be thought of giving a factorization of this functor
though the category of groups Grp. The group structure on the set of nilpotent
elements is defined by F . Indeed F (x, y) ∈ B makes sense if x and y are
nilpotent, since terms with sufficiently high degree will be zero.

Example 3.1.3. There are two simple examples of formal group laws. The
additive formal group law is defined by

Fa(x, y) = x+ y ∈ A[[x, y]],

and the multiplicative formal group law is defined by

Fm(x, y) = x+ y + xy ∈ A[[x, y]].

The multiplicative formal group law is called so since when we shift the identity
element to 1, we have Fm(x− 1, y − 1) = xy − 1.

A homomorphism f : F → G of formal groups is a morphism of the un-
derlying formal schemes that respect the additive structures. Since a map
Spf A[[x]] → Spf A[[x]] is defined by the formal power series that x pulls back
to, we can make the following definition.

Definition 3.1.4. Let F,G ∈ A[[x, y]] be two formal group laws. A homo-
morphism f : F → G (or more precisely, F → G) is a power series f ∈ A[[x]]
satisfying

(1) f ∈ xA[[x]],

(2) f(F (x, y)) = G(f(x), f(y)).

Again, we may interpret this power series f to be giving a natural transfor-
mation between the functors that respect addition.

38



Example 3.1.5. If A contains Q, then power series

f(x) = exp(x)− 1 = x+
x2

2
+
x3

6
+
x4

24
+ · · ·

gives a homomorphism Fa → Fm. Similarly, the power series

g(x) = log(1 + x) = x− x2

2
+
x3

3
− x4

4
+ · · ·

gives a homomorphism Fm → Fa that is an inverse to f .

Similarly, we can define module structures on formal schemes. However,
we shall only consider module structures that act by multiplication in the first
order. Thus, a formal R-module over an R-algebra A will be a factorization
A−alg→ R−mod→ Set satisfying this condition that its value on A[x]/(x2) is
the ordinary R-module structure on A.

Definition 3.1.6. Let A be a commutative R-algebra. A formal R-module
structure on Spf A[[x]] is a formal group law F over A with a collection of
endomorphisms

[r]F ∈ A[[x]], [r]F : F → F

for each r ∈ R, satisfying

(1) [0]F (x) = 0, [1]F (x) = x,

(2) F ([r1]F (x), [r2]F (x)) = [r1 + r2]F (x) for all r1, r2 ∈ R,

(3) [r1]F ([r2]F (x)) = [r1r2]F (x) for all r1, r2 ∈ R,

(4) [r]F (x) ∈ rx+ x2A[[x]].

Because any ring is a commutative Z-algebra, we see that a formal Z-module
over A is the same thing as a formal group over A.

Example 3.1.7. Consider the case A = R. The additive formal group Fa is
naturally a formal R-module with the action

[r]Fa(x) = rx ∈ R[[x]].

However, there is no A-module structure on the multiplicative group Fm except
in certain cases. If A contains Q as before, we can define the action as

[r]Fm(x) = exp(r log(1 + x))− 1 = rx+

(
r

2

)
x2 +

(
r

3

)
x3 + · · · .

In fact, this is defined for some rings not containing Q, such as R = Z or R = Zp
for instance.

Over general R, we can similarly define module homomorphisms of formal
R-modules.
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Definition 3.1.8. Let A be a commutative R-algebra, and let F,G be two for-
mal R-modules over A corresponding to the formal group laws F,G. A module
homomorphism f : F→ G is group homomorphism satisfying

f([r]F (x)) = [r]G(f(x))

for all r ∈ R.

We can do many of our normal algebra. The set of module homomorphisms
F → G is going to naturally be an R-module. We are going to say that two
formal R-modules over A are isomorphic if there are homomorphisms in both
directions that compose to the identity homomorphism in both ways.

A useful point of view to take is to consider a formal R-module F (or a formal
group) as an abstract algebro-gometric object with the structure of a R-module
over SpecA. The identiification F ∼= Spf A[[x]] should be considered as a choice
of coordinates rather than a data provided in the definition.

Definition 3.1.9. Let A be a commutative R-algebra. A formal R-module
F over A is a formal scheme over A with the structrue of an addition map
F ×SpecA F → F over A and a ring homomorphism R → EndA(F), such that
there exists an isomorphism F ∼= Spf A[[x]] of formal schemes over A that induces
a formal R-module structure on Spf A[[x]].

Let K be a p-adic local field. At the end, we would like to consider only
the case A = R = OK . In this case, we should think about what we would like
to mean by F(Ksep), where F is a formal OK-module over OK . One thing we
may try is to think of F as a functor taking OK-algebras to OK-modules, and
evalaute it at the OK-algbera Ksep. However, the functor F takes an algebra
to the set of nilpotent elements, and this implies that the OK-module we get is
trivial with this interpretation.

What makes the situation intereseting is the fact that the base ring A = OK
has a topology as well as the formal power series ring. Given any topologically
inpotent element, i.e., an element of norm smaller than 1, we can put it inside a
power series with coefficients in OK and get a meaningful answer. This allows
us to define a OK-module structure on the open unit disc

mKsep = {x ∈ Ksep : |x| < 1}.

It moreover has an Gal(Ksep/K)-action, and also enough points to become
an interseting Galois representation. If we want to make this construction
rigorous, we can say that the formal OK-module in interest really is a map
Spf OK [[x]]→ Spf OK , where OK [[x]] is topologized with the ideal (πK , x) and
OK is topoloigzed with (πK). Then the ideal we are looking at is the Spf OKsep -
points of Spf OK [[x]].

Another way of making sense of this is to view the formal OK-module as a
p-divisible group. In this case, we will be taking the formal spectrum of OK [[x]]
with respect to yet another topology. The Ksep-points of this Spf OK [[x]] will
be identified with the torsion points of mKsep in the previous interpretation.
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3.2 Classification of height 1 formal modules

Let K be a p-adic local field and take R = A = OK . We would first like to
know what formal OK-modules over OK there are.

To study formal OK-modules over OK , we first look at what happens when
we reduce the coefficients of the formal group law modulo mK . If we simply
project down all the coefficients through OK � k, then we obtain a formal
OK-module over k. Our first goal is to classify those formal modules over k,
and then study how they lift to formal modules over OK .

3.2.1 The Frobenius on a formal module

Fix F a formal OK-module over k. Let |k| = q be the cardinality of the residue
field. Define the polynomial

Frobk(x) = xq.

Then we have that

Frobk(f(x)) = f(Frobk(x)), Frobk(F (x, y)) = F (Frobk(x),Frobk(y)).

It follows that
Frobk : F→ F

is an OK-linear endomorphism of F, and moreover it commutes with all endo-
morphisms of F.

A consequence of it is that the Frobenius is independent of the choice of co-
ordinates on the formal module, i.e., behaves well with respect to isomorphisms.
If f : F1 → F2 is an isomorphism of formal OK with formal group laws F1, F2,
then

Frobk(f(x)) = f(Frobk(x)).

It follows that Frobk(x) is a canonically defined endomorphism of the formal
OK-module.

Lemma 3.2.1 ([HG94], Lemma 4.1). Let F be a formal OK-module over k.
Then for any endomorphism f ∈ EndOK (F), either f = 0 ∈ k[[x]] or there
uniquely exists an integer h ≥ 0 such that

f(x) = g(xq
h

), g′(0) 6= 0.

Proof. We may suppose that f is not 0. As we can set h = 0 if f ′(0) 6= 0, we
also assume that f ′(0) = 0. We take the identity

f(F (x, y)) = F (f(x), f(y)),

differentiate with respect to y to obtain

∂2F (x, y)f ′(F (x, y)) = f ′(y)∂2F (f(x), f(y)).
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We first note that ∂2F (x, y) ∈ 1 + xk[[x, y]]. Hence when we plug in y = 0, this
becomes a polynomial in 1 + xk[[x]] and hence a unit in k[[x]]. Because

∂2F (x, 0)f ′(x) = f ′(0)∂2F (f(x), 0) = 0

by the condition f ′(0) = 0, we obtain f ′(x). This shows that f(x) = f1(xp) for
some polynomial f1 ∈ k[[x]].

We now claim that f1 is again an endomorphism of F. This is because even
though FrobFp is not an OK-linear endomorphism of F, it commutes with all
endomorphisms. We have

FrobFp(f1(F (x, y)) = f(F (x, y)) = F (f(x), f(y))

= F (FrobFp(f1(x)),FrobFp(f1(y))) = FrobFp(F (f1(x), f1(y)))

and thus f1(F (x, y)) = F (f1(x), f1(y)), and similarly

FrobFp(f1([a]F (x))) = f([a]F (x)) = [a]F (f(x))

= [a]F (FrobFp(f1(x))) = FrobFp([a]F (f1(x))

implies f1([a]F (x)) = [a]F (f1(x)).
Since f1 is an endomorphism of F , we may apply the same argument to

f1. Either f ′1(0) 6= 0 or we can find a power series f2 satisfying f2(xp) = f1.
Iterating the process, we arrive at a polynomial g with

f(x) = g(xp
t

), g′(0) 6= 0.

Note that the process ends since we assumed f 6= 0.
Finally, we show that pt is actually a power of q. To see this, we return to

the identity
[a]F (f(x)) = f([a]F (x)).

If the lowest order term in f(x) is of the form cxp
t

where c 6= 0 ∈ k, then in the
expansion of both sides, we will get

ācxp
t

+O(xp
t+1) = c(āx)p

t

+O(xp
t+1)

since [a]F (x) = āx + O(x2). It follows that ā = āp
t

for all ā ∈ k, and because
k = Fq this is true if and only if pt is a power of q.

Definition 3.2.2. This unique integer h = ht(h) ≥ 0 is called the height of
the OK-linear endomorphism f : F → F. If f = 0, we say that the height of f
is infinity.

Note that the height of an endomorphism is independent of the choice of
basis. If we have another presentation of the formal module F by a differ-
ent choice of coordinates, the transition function is given by a power series
g(x) = a1x+· · · ∈ k[[x]]×. Then f corresponds to the power series g(f(g−1(x))).
Because g(x) has a nonzero linear term, we see that g(f(g−1(x))) is a power
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series of the same height. This shows that for an abstract OK-linear endomor-
phism of an abstract formal OK-module over k, the height independent of choice
of coordinates and hence well-defined.

This can be used to moreover define an invariant of a formal OK-module F
over k. Let πK be an arbitrary uniformizer of K. The map [πK ]F is an OK-
linear endomorphism of F and hence we may consider its height h and write

[πK ]F = g(Frobhk(x)), g′(0) 6= 0.

If we change the uniformizer to π′K = πKu, where u ∈ O×K is a unit, then

[π′K ]F = [u]F [πK ]F = [u]F (g(Frobhk(x))), ([u]F ◦ g)′(0) = ūg′(0) 6= 0.

This shows that the height of [π′K ]F is also h. Thus the height of multiplication
by a uniformizer is an invariant of the formal OK-module.

Definition 3.2.3. The height ht(F)of a formal OK-module F over k is the
height of [πK ] for any choice of uniformizer πK ∈ OK . The height of a formal
OK-module over OK is the height of the reduced formal module defined over k.

Example 3.2.4. Let us take the additive formal group law Fa(x, y) = x + y,
considered as a formal OK-module over OK . This has

[πK ]F (x) = πKx ≡ 0 (mod mK),

so this formal group has infinite height.

Example 3.2.5. Consider the multiplication formal group law Fm(x, y) = x+
y + xy, considered as a formal Zp-module over Zp. This has

[p]F (x) = (1 + x)p − 1 = px+ p(p−1)
2 x+ · · ·+ pxp−1 + xp

and hence after reducing modulo p, we obtain [p]F (x) = xp ∈ Fp[[x]]. This
shows that Fm has height 1.

3.2.2 Classifying formal modules over the residue field

Our strategy for classifying for classifying formal OK-modules F over k is to
look at ring of endomorphisms

EndOK (F).

There are many elements in this endomorphism ring; it contains all [a]F for
a ∈ OK , and it contains Frobk. Here, note that all [a]F commute with each
other, since the ring OK is commutative, and also commute with Frobk since the
Frobenius commutes with everything. Later, we are going to see that EndOK (F)
is topologically generated by Frobk and OK and hence the endomorphism ring
is also commutative.
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Ignoring the infinite height case, let us suppose that F is a formal OK-module
over k of finite height h. By definition, multiplication by πK takes the form of

[πK ]F (x) = c1x
qh + c2x

2qh + · · · .

Because Frobk(x) = xq, we further see that

Frobαk [πβK ]F (x) = (nonzero constant)xq
α+hβ

+ (constant)x2q
α+hβ

+ · · ·

has height exactly α+ hβ.

Lemma 3.2.6. Let f, g ∈ F be two OK-linear endomorphisms of a formal OK-
module F over k. Then

ht(fg) = ht(f) + ht(g), ht(f + g) ≥ min(ht(f),ht(g)),

where equality on the second equation holds if ht(f) 6= ht(g).

Proof. This follows from expanding corresponding power series. Because f =

cfx
qht(f) + (higher) and similarly g = cgx

qht(g) + (higher), we have

fg = cfcgx
qht(f)+ht(g)

+ (higher),

F (f, g) = cfx
qht(f) + cgx

qht(g) +O(xmin(qht(f),qht(g))+1).

The lemma follows.

So the height function almost works like a valuation function. We can use
this formal property to get a better understanding of the subring generated by
OK and Frobk.

Lemma 3.2.7. Suppose that F has finite height h = ht(F) <∞. Then for any
endomorphism f ∈ EndOk(F), there uniquely exist a0, . . . , ah−1 ∈ OK satisfying

f = a0 + a1 Frobk +a2 Frob2
k + · · ·+ ah−1 Frobh−1k ∈ EndOK (F).

In particular, EndOK (F) is a free OK-module of rank h with 1,Frobk, . . . ,Frobh−1k

being a basis.

Proof. Note that

ht(1) = 0, ht(Frobk) = 1, . . . , ht(Frobh−1k ) = h− 1,

ht(πK) = h, ht(πK Frobk) = h+ 1, . . . , ht(πK Frobh−1k ) = 2h− 1,

ht(π2
K) = 2h, · · · .

Therefore by correcting terms inductively, we see that there are constants a0, . . . , ah−1 ∈
OK , unique up to mtK , such that

ht(f − a0 − a1 Frobk − · · · − ah−1 Frobh−1k ) ≥ th.

Therefore as we pass to the limit, completeness of OK shows that there uniquely
exist a0, . . . , ah−1 ∈ OK that satisfies the equation.
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Corollary 3.2.8. Suppose a formal OK-module F over k has finite height h =
ht(F) <∞. Then the endomorphism ring is

EndOK (F) = OK [Frobk]/p(Frobk)

for a uniquely defined Eisenstein polynomial p(x) ∈ OK [x] of degree h.

Proof. If we apply Lemma 3.2.7 to the endomorphism

Frobhk ∈ EndOK (F),

then we obtain a unique monic degree h polynomial p(x) ∈ OK for which
p(Frobk) = 0. To show that it is an Eisenstein polynomial, note that

h = ht(Frobhk) = ht(a0 + a1 Frobk + · · ·+ ah−1 Frobh−1k ).

The heights of all a0, a1 Frobk, . . . , ah−1 Frobh−1k are distinct since they have
different remainders when divided by h, and hence

h = min(ht(a0),ht(a1 Frobk), . . . ,ht(ah−1 Frobh−1k ))

This shows that |a0| = |πK | and |a1|, . . . , |ah−1| ≤ |πK |. That is, p(x) is indeed
an Eisenstein polynomial.

Therefore, we can associate to each formal OK-module over k of height h,
an Eisenstein polynomial of degree h.{

formal OK-module
over k of height h

}
/iso. −→

{
Eisenstein polynomials
p(x) ∈ OK [x] of degree h

}
In particular, for h = 1, we have an invariant{

formal OK-module
over OK of height 1

}
/iso.

reduce−−−−→
{

formal OK-module
over k of height 1

}
/iso.

−−−−→
{

uniformizers πK ∈ OK
}
.

We claim that this is a complete invariant formal OK-modules over both k and
over OK . That is, given a uniformizer πK ∈ OK there exists a unique formal
OK-module over k on which Frobk acts as πK , and a unique formal OK-module
over OK that reduces this module over k. To prove this, we should construct
formal OK-modules.

Remark 3.2.9. Let K = Qp and consider a formal group F over Fp on which
FrobFp = [πQp ]F . Dieudonné theory associates to F a Diedonné module D(F),
which turns to be a free rank 1 module over Zp on which Frobenius is multipli-
cation by πQp .
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3.2.3 Lubin–Tate formal modules

Let us first fix a uniformizer πK ∈ OK . We would like to construct a formal OK-
module over OK , such that when we reduce the coefficients to k the Frobenius
Frobk acts as multiplication by πK . This means that

[πK ]F (x) ∈ πKx+ xq + mKx
2OK [[x]].

Definition 3.2.10. A Lubin–Tate series for the uniformizer πK is a power
series f(x) ∈ OK [[x]] satisfying the property that

f(x) ≡ πKx+ xq (mod mKx
2).

We claim that for any Lubin–Tate series f(x), there exists a unique formal
OK-module law F over OK satisfying

[πK ]F (x) = f(x).

Moreover, we will show that if the F1 and F2 are formal group laws for two
Lubin–Tate series f1 and f2, then the two are uniquely isomorphic through a
change of coordinates that is the identity at first order. This will show that
there is a canonical formal OK-module LT/K,πK over OK that depends only on
the choice of uniformizer πK , on which the choice of coordinates corresponds to
the choice of the Lubin–Tate series [πK ].

We shall prove our claims by a useful lemma.

Lemma 3.2.11 ([CF67], Proposition VI.3.5). Let K be a p-adic local field
and fix πK a uniformizer. Suppose f, g are Lubin–Tate series for πK , and let
φ1(x1, . . . , xn) be a linear polynomial with coefficients in OK . Then there exists
a unique φ ∈ OK [[x1, . . . , xn]] satisfying

(i) φ ≡ φ1 mod (x1, . . . , xn)2,

(ii) f(φ(x1, . . . , xn)) = φ(g(x1), . . . , g(xn)).

Proof. As usual, we inductively construct power series φm that are correct up
to degree m. That is, if we are given φm−1 such that

f(φm−1(x1, . . . , xn)) ≡ φm−1(g(x1), . . . , g(xn)) (mod (x1, . . . , xn)m),

it suffices to show that there exists a φm, unique up to (x1, . . . , xn)m+1, such
that φm ≡ φm+1 modulo (x1, . . . , xn)m−1 and

f(φm(x1, . . . , xn)) ≡ φm(g(x1), . . . , g(xn)) (mod (x1, . . . , xn)m+1).

Given φm−1, we modify it to φm = φm−1 + ψm, where ψm is a degree m
homogeneous polynomial. Then we have

f(φm(x1, . . . , xn)) ≡ f(φm−1(x1, . . . , xn)) + πKψm(x1, . . . , xn)

φm(g(x1), . . . , g(xn)) ≡ φm−1(g(x1), . . . , g(xn)) + πmKψm(x1, . . . , xn)

(mod (x1, . . . , xn)m+1).
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This in fact shows that there exists a unique ψm satisfying f(φm) ≡ φm(g)
modulo degree m+ 1, if and only if the degree m homogeneous part of

f(φm−1(x1, . . . , xn))− φm−1(g(x1), . . . , g(xn))

is divisible by πK − πmK . Since m ≥ 2, being divisible by πK − πmK is equivalent
to being divisible by πK .

However, if we reduce all the coefficients modulo mK , we see that we auto-
matically have

f(φm−1(x1, . . . , xn)) ≡ φm−1(x1, . . . , xn)q

≡ φm−1(xq1, . . . , x
q
n) ≡ φm−1(g(x1), . . . , g(xn)) (mod mK),

since Frobk(x) = xq commutes with all polynomials over the residue field k.
This shows that f(φm−1(x1, . . . , xn)) − φm−1(g(x1), . . . , g(xn)) is divisible by
πK , and hence there is a unique correction of φm−1 to φm for m ≥ 2.

We can now apply this lemma to construct the Lubin–Tate formal module
law associated to a Lubin–Tate series, prove uniqueness, and show that there
is a canonical formal OK-module over OK not depending on the choice of the
Lubin–Tate series.

Proposition 3.2.12. Fix a Lubin–Tate series f(x) for a uniformizer πK . Then

(a) There exists a unique formal group law F over OK for which f(x) is a
group endomorphism.

(b) This formal group law F can be uniquely promoted to define a formal
OK-module law over OK satisfying the property that f(x) = [πK ]F (x).

Proof. (a) Let us first apply Lemma 3.2.11 to find a F (x, y) ∈ OK [[x, y]] such
that

F (x, y) ≡ x+ y (mod (x, y)2), F (f(x), f(y)) = f(F (x, y)).

We now need to verify that F (x, y) is indeed a formal group law. This will
follow from the uniqueness part of Lemma 3.2.11. First, if we define another
polynomial Fswap(x, y) = F (y, x) by switching the two variables, then we see
that Fswap satisfies the identities

Fswap(x, y) ≡ x+ y (mod (x, y)2),

Fswap(f(x), f(y)) = F (f(y), f(x)) = f(F (y, x)) = f(Fswap(x, y)).

This shows that F = Fswap and hence F is symmetric. Similarly, we can show
that F satisfies F (x, 0) = x, by applying the uniqueness part lemma to the
polynomials F (x, 0) and x in one variables. For associativity, we apply it to the
polynomials F (F (x, y), z) and F (x, F (y, z)) in three variables.

(b) From the lemma, we see that for any a ∈ OK there exists a unique
polynomial [a]F (x) ∈ ax+x2O[[x]] such that f([a]F (x)) = [a]F (f(x)). We claim
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that this is indeed an endomorphism of the group law F . To see this, we look
at the polynomials F ([a]F (x), [a]F (y)) and [a]F (F (x, y)) which are polynomials
in two variables, and observe that

f(F ([a]F (x), [a]F (y))) = F (f([a]F (x)), f([a]F (y))) = F ([a]F (f(x)), [a]F (f(y))),

f([a]F (F (x, y))) = [a]F (f(F (x, y))) = [a]F (F (f(x), f(y))).

Therefore by uniqueness of the lemma, we see that the polynomials F ([a]F (x), [a]F (y))
and [a]F (F (x, y)) agree. That is, [a]F is indeed an endomorphism of F .

Properties such as [a+b]F (x) = F ([a]F (x), [b]F (x)) or [ab]F (x) = [a]F ([b]F (x))
can be verified by checking that both sides commute with f and have the
same linear term. Moreover, [πK ]F (x) = f(x) since f(f(x)) = f(f(x)) and
f(x) ∈ πKx+ xOK [[x]].

Therefore we have constructed a formal OK-module law over OK , out of a
choice of uniformizer πK and a Lubin–Tate series f(x) for πK . We now see what
happens when we change the Lubin–Tate series.

Proposition 3.2.13. Fix a uniformizer πK , and choose two Lubin–Tate series
f1, f2. Consider two formal OK-module laws F1, F2 over OK satisfying [πK ]F1 =
f1 and [πK ]F2

= f2. Then for each c ∈ OK , there exists a unique power series
g(x) ∈ cx + x2OK [[x]] that defines a OK-linear homomorphism g : F1 → F2,
i.e.,

g(F1(x, y)) = F2(g(x), g(y)), g([a]F1(x)) = [a]F2(g(x))

for all a ∈ OK .

Proof. We first note that if g is indeed a homomorphism then g(f1(x)) =
f2(g(x)) by setting a = πK . By Lemma 3.2.11 there exists a unique such
g ∈ cx+ x2OK [[x]].

We now show that this unique g is indeed a OK-linear homomorphism. First
we note that

g(F1(f1(x), f1(y))) = g(f1(F1(x, y))) = f2(g(F1(x, y))),

F2(g(f1(x)), g(f1(y))) = F2(f2(g(x)), f2(g(y))) = f2(F2(g(x), g(y))).

Thus uniqueness shows that g(F1(x, y)) = F2(g(x), g(y)). Similarly, we have

g([a]F1
(f1(x))) = g(f1([a]F1

(x))) = f2(g([a]F1
(x))),

[a]F2
(g(f1(x))) = [a]F2

(f2(g(x))) = f2([a]F2
(g(x))),

and therefore g([a]F1
(x)) = [a]F2

(g(x)).

This tells us that once we choose the uniformizer πK ∈ OK , the choice of
the Lubin–Tate series does not matter when constructing the formal module.
Summing up, we obtain the following theorem.

Theorem 3.2.14. Let K be a p-adic local field and πK be a uniformizer. Then
there exists a formal OK-module LT/K,πK over OK , satisfying the property that
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(i) for any choice of coordinates on LT/K,πK , the endomorphism [πK ] is a
Lubin–Tate series for πK , and

(ii) conversely for any Lubin–Tate polynomial f , there exists a choice of coor-
dinates, unique up to O×K , such that [πK ] = f .

We have previously stated that we can define an invariant of a formal OK-
module over OK of height 1. This shows that the invariant is complete, in the
sense that every uniformizer comes from a unique formal OK-module over OK
of height 1, namely the Lubin–Tate module.

Corollary 3.2.15. There is a one-to-one correspondence{
formal OK-modules
over OK of height 1

}
/iso. ←→

{
uniformizers πK ∈ K

}
;

LT/K,πK ←→ πK .

That is, every formal OK-module over OK of height 1 is a Lubin–Tate module
for some uniformizer.

3.3 mK-divisible modules

It is not necessary to define p-divisible groups or π-divisible modules in devel-
oping Lubin–Tate theory. However, any formal module may be considered as a
π-divisible module, and this gives a different perspective on Lubin–Tate groups.
Even better, there are π-divisible modules that do not come from formal mod-
ules, which makes the theory of π-divisible modules much richer than that of
formal modules.

We start with the observation that if we take an arbitrary formal OK-module
and look at the mK-torsion, we get a finite group scheme that is moreover a
OK-module. For F a formal OK-module over OK , let us look at the kernel of
the πnK : F → F. (For the moment, let us take the perspective of identifying a
formal module with Spf OK [[x]], where the topology on OK [[x]] is generated by
the ideal (p, x).) This may be considered as the fiber product

F[mnK ] F

Spf OK F,

πnK

0

and therefore can be given an algebro-geometric structure. Note that this is
independent of the choice of uniformizer πnK .

We can figure out what F[mnK ] looks like after choosing coordinates. If the
formal module F has height h, then the kernel is

Spf(OK [[x]]/([πnK ]F (x)))

where [πnK ]F (x) is a power series of height nh. From this we see that this is a
flat finite group scheme of order qnh over Spf OK , heuristically.
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Definition 3.3.1. Let A be an integral domain, and let OK be a ring of inte-
gers of a p-adic local field K. A mK-divisible module (or a Barsotti–Tate
module) of height h is an sequence Gn of finite flat OK-module schemes over
A with closed embeddings

SpecA = G0 ↪→ G1 ↪→ G2 ↪→ · · · ,

such that

(i) each Gn has order qnh over A, and

(ii) the inclusion Gn ↪→ Gn+1 identifies Gn as the mnK-torsion of the group
scheme Gn+1.

Example 3.3.2. Let F be a formal OK-module over OK of height h. We claim
that F may be considered as a mK-divisible module, if we set Gn to be the mnK-
torsion points of F. More precisely, we choose coordinates to identify F with the
formal OK-module law F , and then set

Gn = Spec(OK [[x]]/([πnK ]F (x))).

Because [πnK ]F is a power series with height nh, it follows that the OK-algebra
OK [[x]]/([πnK ](x)) is a free module over OK of rank qnh. Moreover, it is clear
from the construction that each Gn indeed has a structure of an OK-module,
there are closed embeddings Gn ↪→ Gn+1, and that Gn is identified with the
mnK-torsion of Gn+1.

Let us now only focus on those mK-divisible modules that have height h = 1.
The two conditions in the definition imply that Gn look like OK/mnK as OK-
modules. To be precise, let us take B an arbitrary A-algebra and take the
B-points

G0(B) ↪→ G1(B) ↪→ G2(B) ↪→ · · · .
In reasonable situations, such as when B is an integral domain and flat over A,
the group Gn having order qnh implies that there are at most qnh ways of lifting
the morphism SpecB → SpecA to SpecB → Gn. Hence each Gn(B) is a finite
OK-module with at most qnh elements.

By the classification of finitely generated modules over principal ideal do-
mains, each OK-module Gn(B) is isomorphic to

Gn(B) ∼= OK/m
en,1
K ⊕ · · · ⊕ OK/m

en,tn
K ,

where en,i ≥ 1 and
∑
i en,i ≤ n by the cardinality condition. But condition (ii)

implies that G1(B) is the mK-torsion points of Gn(B), and from our identifica-
tion of Gn(B) we see that

G1(B) ∼= Gn(B)[mK ] ∼= (OK/mK)⊕tn .

This implies that tn = 1, and en,1 ≤ n. Let us write en,1 = en for convenience,
so that

Gn(B) ∼= OK/menK
asOK-modules. Form ≤ n, condition (ii) also implies thatGm(B) ∼= Gn(B)[mmK ],
and thus em = min(m, en). Therefore one of the two happens:
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• en = n for all n, and hence Gn(B) ∼= OK/mnK .

• there exists an integer N such that en = n for n ≤ N and en = N for
n ≥ N .

If B is an algebraically closed field of characteristic zero, for instance, the car-
dinality of Gn(B) is exactly qnh. It follows that Gn(B) ∼= OK/mnK for all n.

There are examples of mK-divisible modules of height 1 that do not arise
from formal OK-modules.

Example 3.3.3. Let K be a field totally ramified over Qp of degree d. We
can take the group scheme Gm (which also is a formal Zp-module) and tensor
it over Zp with OK to get a mK-divisible module

G = Gm ⊗Zp OK .

More precisely, we first take a uniformizer πK ∈ Qsep of K so that OK =
Zp〈1, πK , . . . , πd−1K 〉, and let πK satisfy the Eisenstein polynomial

πdK = a0 + a1πK + · · ·+ ad−1π
d−1
K , a0, . . . , ad−1 ∈ pZ.

We now define the finite group schemes as

µpn = Spec(OK [x]/(xp
n

− 1)), Gnd = µdpn = µpn × · · · × µpn

and endow it with a OK-module structure so that πK acts as

[πK ] =


0 · · · 0 a0
1 · · · 0 a1
...

. . .
...

...
0 · · · 1 ad

 .

Then it readily follows that Gmd ∼= Gnd[p
m] for m ≤ n, with the natural

inclusions Gmd ↪→ Gnd induced by µpm ↪→ µpn . Therefore, if we set Gn =
GNd[m

n
K ] for large enough N , it will be independent of the choice of N and give

G the structure of a mK-divisible group of height 1.
To see that this mK-divisible module does not arise from a formal OK-

module (if d ≥ 2), we base change to the residue field Fp. We note that

Gd ×SpecOK SpecFp ∼= SpecFp[x1, . . . , xd]/(xp1, . . . , x
p
d),

LT/K,πK [mdK ]×SpecOK SpecFp ∼= SpecFp[x]/(xpd).

The two rings on the right side are distinct, because every p-th power is zero in
Fp[x1, . . . , xd]/(xp1, . . . , x

p
d), while in SpecFp[x] we have xp 6= 0.

Example 3.3.4. We can easily find and even classify étale πK-divisible modules
of height 1 over OK , i.e., those with each Gn étale over SpecOK . Once we fix
a geometric point ξ of SpecOK , we get an equivalence{

étale OK-module schemes
of order qn over OK

}
←→

 OK-linear representations
πet
1 (SpecOK , ξ)→ AutOK (M)
where M has cardinality qn

 .
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We note that the étale fundamental group of SpecOK is Gal(ksep/k), sinceOK is
a henselian local ring. Because k is a finite field, we thus obtain πet

1 (SpecOK , ξ) ∼=
Ẑ with the Frobenius being a topological generator. On the other hand, because
Mn
∼= OK/mnK for each n, we have a canonical isomorphism AutOK (Mn) ∼=

(OK/mnK)× for each n. By looking at all n at the same time, we see that there
is a correspondence{

étale mK-divisible modules
of height 1 over OK

}
/iso. ←→ lim←−

n

(OK/mnK)× ∼= O×K

where the right hand side holds because O×K is already complete. Therefore
étale mK-divisible modules are classified by {x ∈ K : |x| = 1} whereas formal
OK-modules are classified by {x ∈ K : |x| = |πK |}.

In this perspective of considering a formal OK-module as particular type of a
mK-divisible group, the formal module F is really built out of finite OK-module
schemes over OK that may be called

SpecOK ↪→ F[mK ] ↪→ F[m2
K ] ↪→ F[m3

K ] ↪→ · · ·

with a bit of abuse of notation. Then we may define the OK-module

F[m∞K ](Ksep) = lim−→(F[mK ](Ksep) ↪→ F[m2
K ](Ksep) ↪→ F[m3

K ](Ksep) ↪→ · · · ).

Remark 3.3.5. In a sense, this construction may be taken as given a functor-
of-points description of the algebro-geometric object F[m∞K ]. At the least, since
it is a filtered colimit of representable functors, it is going to be a sheaf in the
flat topology.

We are mostly interested in formal OK-modules over OK of height 1, i.e.,
Lubin–Tate modules in view of the classification given in Corollary 3.2.15.

Proposition 3.3.6. Let F be a formal OK-module over OK of height 1. As a
OK-module, the torsion points of F is noncanonically isomorphic to

F[m∞K ](Ksep) ∼= K/OK .

Proof. Note that Ksep is algebraically closed with characteristic zero. Because
each F[mnK ] is a flat finite scheme overOK of order qn, the number of Ksep-points
is precisely

#F[mnK ](Ksep) = qn.

Then from the previous discussion, we see that we have noncanonical isomor-
phisms

F[mnK ](Ksep) ∼= OK/mnK
of OK-modules, for all integers n ≥ 0.

Pick a uniformizer πK ∈ OK . Then each multiplication map

F[mnK ](Ksep)
πK−−→ F[mn−1K ](Ksep)
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is surjective since it looks like πK : OK/mnK → OK/m
n−1
K . Therefore we may

pick a sequence of elements

an ∈ F[mnK ](Ksep), πKan = an−1.

We define the map

K/OK → F[m∞K ](Ksep);
c

πnK
+OK 7→ can

and observe that this is well-defined and an isomorphism.

3.4 Reconstruction of the reciprocity map

Let us now try to reconstruct the Artin reciprocity map

θ/K : K̂× → Gal(Ksep/K)

using the Lubin–Tate modules.
For K a p-adic local field, fix πK a uniformizer and consider LT/K,πK the

Lubin–Tate formal OK-module over OK associated to πK . If we look at all the
torsion points, there is a natural Galois action

Gal(Ksep/K) LT/K,πK [m∞K ](Ksep)

given by composing the point SpecKsep → LT/K,πK [mnK ] with an automorphism
of SpecKsep. Moreover, this action respects the OK-module structure, and
hence we obtain a group homomorphism

Gal(Ksep/K)→ AutOK (LT/K,πK [m∞K ](Ksep)).

Here, we can compute this group of OK-linear automorphism precisely, as we
have identified the OK-module structure on torsions of LT/K,πK . There exists
a natural map

O×K → AutOK (LT/K,πK [m∞K ](Ksep)); a 7→ [x 7→ ax],

and we claim that this is indeed an isomorphism. To show this, it suffices to
note that LT/K,πK [m∞K ](Ksep) ∼= K/OK , and then

AutOK (K/OK) ∼= lim←−
n

AutOK (m−nK /OK) ∼= lim←−
n

(OK/mnK)× ∼= O×K .

Therefore we canonically obtain a group homomorphism

Gal(Ksep/K)→ AutOK (LT/K,πK [m∞k ](Ksep)) ∼= O×K .

This map turns out to be almost equal to the inverse of the Artin reci-

procity map θ/K : Gal(Ksep/K) → K̂×. To show this, we first determine the
representations for different πK interact with each other.
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3.4.1 Isomorphism over the maximal unramified

Although the formal OK-module schemes LT/K,πK are not isomorphic over OK ,
they all become isomorphic once we base change to the maximal unramified
Ounr,∧
K . To show this, we need a lemma that takes a very similar form to

Lemma 3.2.11.
Recall that there is a canonical Frobenius automorphism

Frob/K ∈ Gal(Kunr,∧/K),

and this acts on the ring of power series Ounr,∧
K [[x]] by acting on each coefficient.

Denote this action by fσ, so that f(x) =
∑
i aix

i gives

fσ(x) = Frob/K(a0) + Frob/K(a1)x+ Frob/K(a2)x2 + · · · .

Lemma 3.4.1. Let K be a p-adic local field and let f ∈ xOK [[x]]× be a power
series with no constant term and invertible degree 1 coefficient. Then there
exists a power series φ ∈ xOunr,∧

K [[x]]× satisfying

φσ(x) = φ(f(x)).

Proof. Again, we try to determine each coefficient inductively. Let us write

f(x) = a1x+ a2x
2 + a3x

3 + · · · .

If we want to determine the degree 1 coefficient, φ(x) = c1x + O(x2), we need
to solve the equation

Frob/K(c1) = a1c1.

This is solvable by Proposition 2.2.2. If we have a φm−1 that satisfies φσm−1 =
φm−1(f) up to degree m − 1, then we define φm = φm−1 + cmx

m for ψ some
homogeneous degree m polynomial, where cm needs to satisfy

Frob/K(cm) ≡ cm + (φm−1(f)− φσm−1) (mod xm).

This is possible by the additive part of Proposition 2.2.2.

Proposition 3.4.2. Let πK,1, πK,2 be two uniformizers of K and consider the
corresponding Lubin–Tate modules LT/K,πK,1 and LT/K,πK,2 . If we base change

to Ounr,∧
K , then there exists an isomorphism

LT/K,πK,1 ×SpecOK SpecOunr,∧
K

∼= LT/K,πK,2 ×SpecOK SpecOunr,∧
K

of formal OK-modules over Ounr,∧
K . In other words, if we choose coordinates

and identify the formal Lubin–Tate modules with the formal OK-module laws
F1, F2, then there exists a power series f(x) ∈ xOunr,∧

K [[x]]× for which

f(F1(x, y)) = F2(f(x), f(y)), f([a]F1
(x)) = [a]F2

(f(x))

for all a ∈ OK . Furthermore, we may choose the homomorphism f to satisfy

f([u]F1
(x)) = [u]F2

(f(x)) = fσ(x).

where we define u ∈ O×K so that πK,2 = uπK,1.
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Proof. Let us first choose a power series f1 ∈ xOK [[x]]× satisfying

f1([u]F1(x)) = fσ1 (x),

using Lemma 3.4.1. Then we can conjugate F1 by f and consider the formal
group law

F3(x, y) = f1(F1(f−11 (x), f−11 (y))), [a]F3
= f1([a]F1

(f−11 (x))).

Then when we act by the Frobenius, we see that

Fσ3 (x, y) = f1([u]F1(F1([u−1]F1(f−11 (x)), [u−1]F1(f−11 (x)))))

= f1(F1(f−11 (x), f−11 (y))) = F3(x, y),

[a]σF3
(x) = f1([u]F1

([a]F1
([u−1]F1

(f−11 (x))))) = f1([a]F1
(f−11 (x))) = [a]F3

(x).

Therefore, the formal OK-module law F3 actually has all coefficients in OK .
Moreover, the series [πK,2]F3 can be described as

[πK,2]F3(x) = f1([u]F1([πK,1]F1(f−11 (x)))) = fσ1 ([πK,1]F1(f−11 (x))),

and thus when we reduce this modulo mK ,

fσ1 ([πK,1]F1
(f−11 (x))) ≡ fσ1 (Frobk(f−11 (x)))

≡ fσ1 ((fσ1 )−1(Frobk(x))) ≡ xq (mod mK)

is a Lubin–Tate series. Therefore the formal OK-module law F3 defines the
Lubin–Tate module for πK,2, hence is equivalent to F2. Therefore

LT/K,πK,1
∼= F1

f1−→ F3
∼= LT/K,πK,2

∼= F2.

To obtain the isomorphism between F1 and F2, we can simply compose f1 with
the isomorphism between F3 and F2.

This allows us to compare Lubin–Tate modules coming from different uni-
formizers. Let πK,1 and πK,2 = uπK,1 be uniformizers of K, and consider
Lubin–Tate OK-modules laws F1, F2 over OK corresponding to πK,1 and πK,2.
We have seen that there exists a power series f ∈ xOunr,∧

K [[x]]× satisfying

fσ(x) = f([u]F1(x)), f([a]F1(x)) = [a]F2(f(x)).

Then it induces an isomorphism

LT/K,πK,1 [m∞K ](Ksep)
f−→ LT/K,πK,2 [m∞K ](Ksep); x 7→ f(x)

of OK-modules.
Let us see how the Galois action on the two sides compare with each other.

For any element g ∈ Gal(Ksep/K), we note that

g−1(f(g(x))) = fg(x),
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where fg ∈ Ounr,∧
K [[x]] is the power series obtained by applying g to all the

coefficients of f . By definition, the coefficients of f are all in Ounr,∧
K , and hence

fg is only sensible to the restriction of g to Kunr. Let us suppose that

g|Kunr = Frobα/K ∈ Gal(Kunr/K) for α ∈ Ẑ.

Then

g−1(f(g(x))) = fg(x) = f (σ
α)(x) = f([uα]F1

(x)) ∈ Ounr,∧
K [[x]],

where both the α-powers make sense by choosing a sequence αi → α for αi ∈ Z
and taking the limit after evaluating.

Let us denote by
ρ1, ρ2 : Gal(Ksep/K)→ O×K

the group homomorphisms coming fromOK-linear representations of Gal(Ksep/K)
associated to the Lubin–Tate modules LT/K,πK,1 and LT/K,πK,2 . These maps
are characterized by the property that with an arbitrary choice of coordinates,

g(x) = [ρi(g)]Fi(x)

for all x ∈ LT/K,πK,i [m
∞
K ](Ksep). Therefore

f([ρ1(g)]F1
(x)) = f(g(x)) = g(f([uα]F1

(x)))

= [ρ2(g)]F2
(f([uα]F1

(x))) = f([uαρ2(g)]F1
(x))

implies that [ρ1(g)]F1
= [uαρ2(g)]F1

. Looking at the linear term, we obtain

ρ1(g) = uαρ2(g)

if g ∈ Gal(Ksep/K) restricts to Frobα/K ∈ Gal(Kunr/K). To make the formula
nicer, we can further write this as

παK,1ρ1(g) = παK,2ρ2(g) ∈ K̂×,

since u ∈ O×K was defined as πK,2 = uπK,1.

Proposition 3.4.3. Choose πK a uniformizer of K and define a map

ρLT : Gal(Ksep/K)→ K̂×; g 7→ βπαK

where β ∈ O×K is defined to satisfy

g(x) = [β]LT/K,πK
(x)

for all x ∈ LT/K,πK [m∞K ](Ksep) and α ∈ Ẑ is defined to satisfy

g|Kunr = Frobα/K ∈ Gal(Kunr/K).

Then map ρLT does not depend on the choice of uniformizer πK . In particular,
ρLT restricts to a map

ρLT |WK
: WK → K×

that does not depend on the choice of uniformizer πK , which can also be thought
of as a 1-dimensional representation of the Weil group WK .
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We have thus obtained a canonical map that only depends on the p-adic
local field K and not on any auxiliary choices. Our next goal is to prove that
this indeed is the inverse of the Artin reciprocity map.

3.4.2 Explicit description of the Artin reciprocity map
again

In Proposition 3.4.3, we constructed a continuous homomorphism

ρLT : Gal(Ksep/K)→ K̂×.

We want to show that this map is equal to the composition

ρθ : Gal(Ksep/K) � Gal(Ksep/K)ab
θ−1
/K−−→ K̂×.

To prove the theorem, we need to use the existence of the Artin reciprocity
map θ/K and all the properties it has. Hence this chapter does not by itself give
a proof of local class field theory; it produces the Artin reciprocity map, but to
show that it is an isomorphism we need the results from the previous chapter.

Lemma 3.4.4. Let πK ∈ K be a uniformizer. Then the field extension

Kπ,n = K(LT/K,πK [mnK ](Ksep))

obtained by adjoining all the mnK-torsion points of the Lubin–Tate module LT/K,πK
to K is abelian extension of degree qn−1(q− 1). Moreover, Kπ,n is totally ram-
ified over K and

πK ∈ NKπ,n/KK
×
π,n.

Proof. For computational simplicity, consider the polynomial f(x) = πKx+xq.
Then there exists a choice of coordinates on LT/K,πK that makes [πK ](x) = f(x).
By definition, Kπ,n is obtained from K by adjoining all the zeros of

f (n)(x) =
f (n)(x)

f (n−1)(x)
· · · f(f(x))

f(x)

f(x)

x
x.

Here, we note that each f (k)(x)/f (k−1)(x) is

f (k)(x)

f (k−1)(x)
= πK + (f (k−1)(x))q−1

and hence is an Eisenstein polynomial of degree qk−1(q − 1) and constant term
πK .

Pick a root α of f (n)(x)/f (n−1)(x) so that f (n−1)(α) 6= 0 but f (n)(α) = 0.
Because α is a mnK-torsion point of the Lubin–Tate module that is not a mn−1K -
torsion, all other mnK-torsion points can by obtained by considering [a](α) for
a ∈ OK . It follows that all other mnK-torsion are in generated by α over K, and
therefore

Kπ,n = K(α).
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Because α is a root of a degree q(n−1)(q−1) Eisenstein polynomial, it imme-
diately follows that Kπ,n is totally ramified over K with degree q(n−1)(q − 1).
To see that this is an abelian extension, we note that the Galois conjugates of
α are

{[a](α) : a ∈ (OK/mnK)×},
since these are q(n−1)(q − 1) distinct zeros of f (n)/f (n−1). Thus a Galois au-
tomorphism of Kπ,n sends α 7→ [a](α) for some a ∈ (OK/mnK)×, and this
automatically sends

[b](α) 7→ [b]([a](α)) = [ab](α)

for all b ∈ (OK/mnK)×. It follows that we obtain a natural identification

Gal(Kπ,n/K) ∼= (OK/mnK)×; (α 7→ [a](α))↔ a.

(This identification does not even depend on the choice of the root α.) It follows
that Kπ,n is an abelian extension.

First note that both maps ρLT , ρθ recovers the valuation and restricted to
the maximal unramified Kunr, i.e., the diagram

Gal(Ksep/K) K̂×

Gal(Kunr/K) Ẑ

ρ

res v

α7→Frobα/K
∼=

commutes. The statement for ρLT holds by construction, as the Lubin–Tate
module only sees the O×K part and we multiplied it with a power of a uniformizer
according to how it acts Kunr. On the other hand, the statement for ρθ holds
since it was one of the desired properties of the Artin reciprocity map.

We observe two facts.

• Suppose L/K is a finite abelian extension. If ρθ(g) ∈ NL×, then g|L =
idL ∈ Gal(L/K). This is because the θ−1L/K : Gal(L/K) → K×/NL× is

an isomorphism.

Gal(Ksep/K) Gal(Ksep/K)ab K̂×

Gal(L/K) Gal(L/K)ab K×/NL× ∼= K̂×/NL̂×

res

θ−1
/K

∼=

resab

θ−1
L/K

∼=

• Let πK ∈ K be a uniformizer. Suppose g ∈ Gal(Ksep/K) satisfies that
g|Kunr = Frob/K and g|KπK,n = idKπK,n for all n ≥ 0. Then ρLT (g) = πK .
This follows directly from the definition of ρLT .

Theorem 3.4.5. The two homomorphisms

ρθ, ρLT : Gal(Ksep/K)→ K̂×

are identical.
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Proof. Since the completion of Z is topologically generated by 1, it is enough
to show that

ρθ(g) = ρLT (g) ∈ K

is the same uniformizer, for all g ∈ Gal(Ksep/K) that restricts to Frob/K ∈
Gal(Kunr/K).

Fix g ∈ Gal(Ksep/K) that restricts to the Frobenius. Then πK = ρθ(g) is a
uniformizer. Moreover, we see from Lemma 3.4.4 that

ρθ(g) = πK ∈ NKπK,n/KK
×
πK ,n

for all n ≥ 0. It follows that

g|KπK,n = idKπK,n ∈ Gal(KπK ,n/K).

Since we picked g to restrict to Frob/K on Kunr, it moreover follows that

ρLT (g) = πK .

Therefore ρLT (g) = ρθ(g).

Since we have an explicit description of the map ρLT and it is essentially the
inverse of θ/K , we obtain a second explicit description of the Artin reciprocity
map.

Corollary 3.4.6. Let K be a p-adic local field, and fix a uniformizer πK ∈ K.
For a Galois automorphism g ∈ Gal(Ksep/K), consider

(1) the element α ∈ Ẑ such that g|Kunr = Frobα/K ∈ Gal(Kunr/K), and

(2) the element β ∈ O×K that satisfies g(x) = [β](x) for all torsion points

x ∈ LT/K,πK [m∞K ](Ksep).

Then βπαK ∈ K̂× is the image of g under the composition

Gal(Ksep/K) � Gal(Ksep/K)ab
θ−1
/K−−→ K̂×,

and hence is independent of the choice of the uniformier πK .
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