A systematic algorithm is developed for performing canonical transformations on Hamiltonians which govern particle motion in magnetic mirror machines. These transformations are performed in such a way that the new Hamiltonian has a particularly simple normal form. From this form it is possible to compute analytic expressions for gyro and bounce frequencies. In addition, it is possible to obtain arbitrarily high order terms in the adiabatic magnetic moment expansion. The algorithm makes use of Lie series, is an extension of Birkhoff's normal form method, and has been explicitly implemented by a digital computer programmed to perform the required algebraic manipulations. Application is made to particle motion in a magnetic dipole field and to a simple mirror system. Bounce frequencies and locations of periodic orbits are obtained and compared with numerical computations. Both mirror systems are shown to be insoluble, i.e., trajectories are not confined to analytic hypersurfaces, there is no analytic third integral of motion, and the adiabatic magnetic moment expansion is divergent. It is expected also that the normal form procedure will prove useful in the study of island structure and separatrices associated with periodic orbits, and should facilitate studies of breakdown of adiabaticity and the onset of "stochastic" behavior.

1. INTRODUCTION AND NOTATION

In the study of a complicated dynamical system, one almost invariably seeks at a minimum to learn the answers to two fundamental questions. First, what areas of phase space are in fact accessible to the system for a given trajectory or class of trajectories? Second, where are the periodic and quasiperiodic orbits, and what are their frequencies? Thus, for example, in the study of magnetic mirror machines one uses the magnetic moment "invariant" to "infer" that certain particles will indeed mirror and will not escape through the ends of the machine. In addition, one develops various expressions or runs numerical codes to determine gyro frequencies, bounce frequencies, and those orbits for which these frequencies are commensurate.

The purpose of this paper is to show how these questions can be studied in detail for mirror machines. Our method makes use of algebraic manipulations performed by a digital computer. We are able to produce analytic expressions for the frequencies and initial conditions associated with periodic and quasiperiodic orbits. These expressions should prove to be useful in the study of island structure and separatrices associated with periodic orbits. In addition, we are able to obtain arbitrarily high order terms in the complete adiabatic magnetic moment expansion. This latter result has already proved useful in demonstrating the "insolvability" of certain mirror machine problems, and should facilitate studies of the breakdown of adiabaticity and the onset of "stochastic" behavior. In particular, it has been shown for certain mirror machines that trajectories are not confined to analytic hypersurfaces in phase space. As a result, the adiabatic magnetic moment expansion is divergent, and one can make no mathematically rigorous statement about confinement or the long-term behavior of orbits. Such may in fact be the case for all mirror machines.

More precisely, the purpose of this paper is to show that a certain class of Hamiltonians can be brought systematically to a particularly simple "normal form" by a sequence of canonical transformations. The class of Hamiltonians of interest will be called "mirror machine" Hamiltonians since they arise naturally in the study of mirror machines designed for plasma containment. By the word "systematically," we mean there exists an algorithm for analytical computation which can be explicitly implemented by a digital computer programmed to perform certain algebraic manipulations.

The meaning of the term "normal form" will be delineated further after the introduction of suitable mathematical machinery. For the moment, we make the following analogy: In the study of a linear operator or matrix, it is often useful to perform similarity transformations to bring the matrix to diagonal or Jordan canonical form. Once this is done, it is a simple matter to read off the eigenvalues and eigenvectors, to evaluate functions of the matrix such as its exponential and inverse, and to find matrices which will commute with the given matrix. In the study of a classical mechanics problem specified by a certain Hamiltonian, one can try to proceed in a similar spirit. One performs canonical transformations on the Hamiltonian in the hope of bringing it to a
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simpler form. Exactly what simple forms a given Hamiltonian can be brought to is not as yet completely known and is still an area requiring active study. (Canonical transformations are in general nonlinear, and thus the problem is intrinsically far more complicated.) However, we will show that there is a normal form for any mirror machine Hamiltonian from which it is possible to compute the frequencies and initial conditions associated with periodic and quasiperiodic orbits. Thus, with the normal form method, it is possible to compute analytic expressions for bounce frequencies and for closed orbits. In addition, the normal form we will describe makes possible the construction of formal integrals of motion for the Hamiltonian in question. Integrals of motion are functions of phase space variables which do not explicitly involve the time and which remain constant on trajectories. In the case of mirror machines, the integral of motion proves to be the complete adiabatic magnetic moment expansion. Consequently, it is possible to obtain arbitrarily high order terms in the complete adiabatic magnetic moment expansion providing one is willing to spend sufficient computer time. Finally, the normal form method for mirror machines is related to similar transformation methods which have recently proven to be very useful in such diverse areas as celestial mechanics and molecular physics for both deep mathematical proofs and practical calculations. Thus we are at the threshold of a unified treatment of a wide variety of classical mechanics problems.

Since our work requires the execution of a long sequence of canonical transformations and also the inversion of these transformations, the remainder of this section is devoted to the development of notation and a brief review of the method of Lie transformations which we have found to be particularly useful. In Sec. 2 we specify the nature of a mirror machine Hamiltonian and develop the normal form algorithm. Section 3 shows how use of the normal form algorithm leads to the construction of integrals of motion. Section 4 illustrates the application of the normal form method to two examples of charged particle motion in magnetic mirror fields, namely the magnetic dipole field and that of a simple model mirror machine. Comparisons are made for these two problems between numerical and analytical results. In particular, we study the frequencies of periodic orbits, the constancy of the series for the complete adiabatic magnetic moment expansion, and the insolubility of the simple model mirror machine. A final section summarizes the conclusions of this paper.

The general problem of interest will have \( n \) degrees of freedom described by the canonical coordinates \( q_1, q_2, \ldots, q_n \) and \( p_1, p_2, \ldots, p_n \). For compactness of notation we have found it convenient to treat the \( q \)'s and \( p \)'s together by introducing the \( 2n \) variables \( z_1, z_2, \ldots, z_{2n} \) defined by the relations

\[
\begin{align*}
z_i &= q_i, & z_{n+i} &= p_i, & i = 1 \text{ to } n. \\
\end{align*}
\]

The method of Lie transformations makes essential use of Poisson brackets and the Lie algebraic structure associated with them. We shall briefly review here the tools needed for this paper. A more detailed explication with proofs has been given earlier. Suppose \( f(z) \) is a particular function defined on phase space. We associate with \( f \) the Lie operator \( \mathcal{F} \) by the rule that if \( g \) is any other function, then \( \mathcal{F} \) acting on \( g \) is defined by

\[
\mathcal{F}g = [f, g].
\]

Here the bracket \([,]\) denotes the Poisson bracket. Note that \( \mathcal{F} \) is linear.

Next we define the linear operator \( \exp(\mathcal{F}) \), called the Lie transformation associated with \( \mathcal{F} \) and \( f \), by the rule

\[
\exp(\mathcal{F}) = \sum_{k=0}^{\infty} \frac{\mathcal{F}^k}{k!},
\]

with the convention \( \mathcal{F}^0 = I \).

Lie transformations have several remarkable properties. Suppose \( d \) and \( e \) are any two functions. Then we find

\[
\exp(\mathcal{F})(de) = (\exp(\mathcal{F})d)(\exp(\mathcal{F})e)
\]

and

\[
\exp(\mathcal{F})[d, e] = [\exp(\mathcal{F})d, \exp(\mathcal{F})e].
\]

Consequently, if we define new variables \( \tilde{z}_i \) by the rule

\[
\tilde{z}_i = \exp(\mathcal{F})z_i
\]

then we have

\[
[\tilde{z}_i, \tilde{z}_j] = [\exp(\mathcal{F})z_i, \exp(\mathcal{F})z_j]
\]

\[
= \exp(\mathcal{F})[z_i, z_j] = [z_i, z_j].
\]

Here we have used (1.5) and the fact that \([z_i, z_j]\) is a number and hence is unchanged by \( \exp(\mathcal{F}) \). It follows from (1.7) that the new variables \( \tilde{z}(z) \) are related to the old variables \( z \) by a canonical transformation.

Conversely, if the \( \tilde{z}(z) \) are new variables related to the old variables \( z \) by a canonical transformation near the identity of the form

\[
\tilde{z}(z) = z_i + \text{higher-degree terms},
\]

then it can be shown that there exists a sequence of homogeneous polynomials \( f_1, f_2, \ldots \), of degree 3, 4, etc., such that

\[
\tilde{z}(z) = -\exp(-\mathcal{F}_1) \exp(-\mathcal{F}_2) \cdots \exp(-\mathcal{F}_n) z_i.
\]

Similarly, the inverse to the transformation (1.8) or (1.9) can be written as

\[
z(\tilde{z}) = \exp(-\mathcal{F}_1) \exp(-\mathcal{F}_2) \cdots \exp(-\mathcal{F}_n) \tilde{z}_i.
\]

In this latter expression the \( f_i \)'s are considered as depending on the variables \( \tilde{z} \), i.e., \( f_i(\tilde{z}) \), etc.; and all Poisson brackets are taken with respect to the variables \( \tilde{z} \).

Finally, suppose \( g(\tilde{z}) \) is a function defined in terms of some other function \( g(z) \) by the rule

\[
\tilde{g}(z) = g(\tilde{z}(z)),
\]

where \( z \) and \( \tilde{z} \) are related by (1.9). Then it follows from consideration of a series expansion of \( g \) and repeated use of (1.4) that

\[
\tilde{g}(z) = -\exp(\mathcal{F}_1) \exp(\mathcal{F}_2) \exp(\mathcal{F}_n) g.
\]

Note that in making canonical transformations, we take the
With this preparatory background, we are now able to state more precisely our purpose. Suppose we wish to study the nature of the trajectories governed by a certain mirror machine Hamiltonian. For clarity, we denote this Hamiltonian by the symbol $H_{\text{old}}$. We assume that $H_{\text{old}}$ does not depend explicitly on time. Then our aim is to find a sequence of homogeneous polynomials $f_1, f_2, \ldots$ such that the transformed or “new” Hamiltonian $H_{\text{new}}$, given by

$$H_{\text{new}} = \cdots \exp(F_3) \exp(F_2) \exp(F_1) H_{\text{old}},$$  

(1.13)

has a particularly simple form. By “simple,” we mean that $H_{\text{new}}$ should only depend on certain combinations of the variables $z$ in such a way that it is easy to find functions $f_1, f_2, \ldots$ called integrals of $H_{\text{new}}$, which do not depend explicitly on time and which satisfy the relation

$$[i_{\text{new}}, H_{\text{new}}] = 0.$$  

(1.14)

Whenever such an $i_{\text{new}}$ can be found, then it is immediately possible to find an associated integral $i_{\text{old}}$ of the original Hamiltonian. In analogy to (1.13) we define $i_{\text{old}}$ in terms of $i_{\text{new}}$ by the rule

$$i_{\text{old}} = \exp(-F_1) \exp(-F_2) \cdots i_{\text{new}}.$$

(1.15)

We then find, using the definitions and (1.5), that

$$[i_{\text{old}}, H_{\text{old}}] = [\exp(-F_1) \exp(-F_2) \cdots i_{\text{new}}, \exp(-F_1) \cdots H_{\text{new}}] = 0.$$  

(1.16)

Hence, $i_{\text{old}}$ is an integral of motion for the Hamiltonian $H_{\text{old}}$. That is,

$$\frac{dx_{\text{old}}}{dt} = [i_{\text{old}}, H_{\text{old}}] = 0.$$  

(1.17)

Of course, even when $i_{\text{new}}$ is a simple expression in terms of the $z$'s and $q$'s as will prove to be the case in Sec. 3, $i_{\text{old}}$ will in general be very complicated because of the Lie transformations indicated in (1.15).

Still more will prove to be possible. It is evident from (1.13), with the aid of (1.11) and (1.12), that $H_{\text{old}}$ and $H_{\text{new}}$ are related by a canonical transformation. We have

$$H_{\text{new}}(z) = H_{\text{old}}(\xi(z)).$$

Therefore, if because of its simple form one can find the frequencies and initial conditions for the periodic and quasiperiodic orbits generated by $H_{\text{new}}$, then it is easy to deduce the equivalent information for $H_{\text{old}}$. We will see in Sec. 4 that this is indeed the case.

2. NORMAL FORM ALGORITHM

We begin by assuming that the canonical coordinates $z$ have been selected in such a way that the origin in phase space is an equilibrium point. Thus if the Hamiltonian $H_{\text{old}}$ is expanded about the origin, we obtain an expression of the form

$$H_{\text{old}} = \sum_{i} h_{i,\text{old}}(z),$$

(2.1)

where each $h_{i,\text{old}}$ is a homogeneous polynomial of degree $i$.

Next, we assume that the linearized equations of motion about the equilibrium point have $m$ zero frequencies ($m < n$) and $n - m$ nonzero frequencies. That is, we assume that with a suitable choice of coordinates $h_{k,\text{old}}$ has the form

$$h_{k,\text{old}} = \frac{1}{2} (p_1^2 + \cdots + p_m^2) + (\frac{1}{2} \alpha_{m+1}) (p_{m+1}^2 + q_{m+1}^2)$$

$$+ \cdots + (\frac{1}{2} \alpha_n) (p_n^2 + q_n^2),$$

(2.2)

where all the $\alpha$'s are positive.

Hamiltonians of this form arise naturally in the study of mirror machines. How this comes about in detail will become apparent in Sec. 4, where we study two explicit examples. Roughly speaking, one can say that a degree of freedom for which a frequency is zero corresponds to motion along a magnetic field line. For this motion there is no restoring force in lowest approximation. By contrast, the degrees of freedom associated with nonzero frequencies correspond to motion across field lines; and in this case there is a restoring force even in first approximation.

As explained in the introduction, our goal is to find functions $f_1, f_2, \ldots$, such that $h_{\text{new}}$ given by (1.13) has a simple form. To study systematically what possibilities exist, it is convenient to introduce the notation

$$h_k = \exp(F_k) \exp(F_{k-1}) \cdots \exp(F_1) H_{\text{old}}.$$  

(2.3)

Then we have, for example, the relations

$$h_3 = \exp(F_3) h_{\text{old}},$$

(2.4a)

$$h_\infty = h_{\text{new}},$$

(2.4b)

and the recursion formula

$$h_k = \exp(F_k) h_{k-1}, \quad k > 3,$$

(2.5)

In analogy to the notation of (2.1), let us write

$$h_k = \sum_{j=2}^k h_j,$$

(2.6)

where each term $h_j$ is a homogeneous polynomial of degree $j$. Then from (2.5) we have the relation

$$\sum_{j=2}^k h_j = \exp(F_k) \sum_{j=2}^\infty h_j^{i-1}, \quad k > 3.$$  

(2.7)

Evidently, Eq. (2.7) implies the equality of terms of like degree. Our problem is to identify them. Let $\mathcal{D}_k$ denote the set of homogeneous polynomials of degree $k$, and suppose $f_1$ and $g_1$ are two homogeneous polynomials of degree $i$ and $f_1$, respectively. Then, since the Poisson bracket operation involves multiplication and two differentiations, we have the relation

$$[f_1, g_1] \in \mathcal{D}_{i+j-2}.$$  

(2.8)

Employing this observation and the definition (1.3), we find from (2.7) the relations

$$h_k^2 = h_{k-1}^2 = h_{2,\text{old}},$$

(2.9a)

$$h_k^j = h_{k-1}^j, \quad j < k \quad \text{and} \quad k > 3,$$

(2.9b)
We can now draw several conclusions. First, we see that $h^2_{\text{new}} = h^2_{\text{old}}$ and $h^\text{new} = h^k$. Second, the term $h^\text{new}$ depends in a rather complicated way on $F_k$, $F_{k-1}$,...,$F_1$ and $h^0$, $h^0$, $h^0$, $h^0$. Finally, if our goal is to make $h^\text{new}$ "simple," then by (2.9c), our last chance to do so occurs at the stage at which $F_k$ is determined.

It is apparent that (2.9c) is a key relation. In keeping with the notation of Sec. 1, let $H_2$ be the Lie operator associated with $h^2_{\text{old}}$. Then we have the relation

$$F_k h^2_{\text{old}} = [f_k, h^2_{\text{old}}] = -H_k f_k.$$  

(2.10)

Thus, we can also write (2.9c) in the form

$$h^k = h^{k-1} - H_k f_k.$$  

(2.11)

For further discussion, it is useful to regard all polynomials of degree $k$ as elements of a vector space. Then $H_2$ may be regarded as a linear operator mapping $\mathscr{P}_k$ on to itself. Evidently, the term $H_k f_k$ consists of all homogeneous polynomials in $\mathscr{P}_k$ that are in the range of the operator $H_k$. (A vector $y$ is in the range of an operator $A$ if there exists a vector $x$ such that $y = Ax$.) Thus, with the aid of (2.11) we are able, by a suitable choice of $f_k$, to adjust $h^\text{new}$ by any polynomial in polynomials in $\mathcal{P}_k$ that are in the range of $H_k$. This is the fundamental result which we shall use in the rest of this paper.

The exploration of the range of a linear operator is facilitated by the introduction of a scalar product. When a scalar product is defined, the Hermitian adjoint of $H_2$, denoted by $H_2^\dagger$, is also defined. Indicating the scalar product operation by angular brackets, we have the relation

$$\langle a, H_2^\dagger b \rangle = (H_2 a, b).$$  

(2.12)

The virtue of the introduction of a scalar product is that we can then use the result that each subspace $\mathscr{P}_k$ can be decomposed into a direct sum in the form

$$\mathscr{P}_k = \mathcal{R}_k \oplus \mathcal{N}_k,$$  

where $\mathcal{R}_k$ denotes the range of $H_2$ and $\mathcal{N}_k$ denotes the null space of $H_2^\dagger$.

The correctness of this result is easily verified for any operator $A$. First, note that the range of an operator $A$ is itself a linear vector space. For suppose that $y$ and $y'$ are contained in the range of $A$. Then there exist vectors $x, x'$ such that $y = A x$ and $y' = A x'$. Let $\alpha$ and $\alpha'$ be any two scalars. We have $\alpha y + \alpha' y' = A (\alpha x + \alpha' x')$, and hence $\alpha y + \alpha' y'$ is also in the range of $A$. Now let the vectors $u_1, u_2, \ldots$ form a basis for the range of $A$. Without loss of generality, they can be selected to be orthonormal thanks to the Gram–Schmidt process. Second, let $v_1, v_2, \ldots$ be the remaining orthonormal basis vectors needed to span the complete space. By construction, the $v_i$'s can be taken to be orthogonal to the $u_i$'s, and hence to the range of $A$. They will then also be in the null space $A^\dagger$. That is, we will have $A^\dagger v_i = 0$. For let $w$ be any vector. We find $\langle w, A^\dagger v_i \rangle = (A w, v_i) = 0$ because $A w$ is in the range of $A$. It follows that $A^\dagger v_i = 0$ since $w$ is an arbitrary vector. Conversely, any vector $z$ in the null space of $A^\dagger$ will be orthogonal to the range of $A$. For if $y$ is in the range of $A$, we have

$$\langle y, z \rangle = \langle A x, z \rangle = \langle x, A^\dagger z \rangle = 0.$$  

The verification is now complete, because any vector can be written as a linear combination of the $u_i$'s and $v_i$'s since together they form a basis for the entire space. The portion of the expansion which involves the $u_i$'s will be in the range of $A$, and the remaining portion involving the $v_i$'s will be in the null space of $A^\dagger$.

We next consider the choice of a suitable scalar product. Its discovery requires a bit of trial and error. We have found the following definition to be convenient. Let $| j, m \rangle$ denote the monomial defined by

$$| j, m \rangle = \langle j, m | = \delta_{j, m}.$$  

(2.13)

In this expression each $j_i$ is positive or zero, each $j_i$ satisfies $-j_i m_i < j_i$, and each $j_i$ and $m_i$ is integral or half integral. For $| j, m \rangle$ to belong to $\mathcal{P}_k$, we require $2(j_1 + \ldots + j_k) = k$. The monomials $| j, m \rangle$ are linearly independent and clearly form a basis. Our scalar product will be defined by the requirement that they form an orthonormal basis,

$$\langle j', m' | j, m \rangle = \delta_{j', j} \delta_{m', m}.$$  

(2.14)

Here, the quantity $\delta_{j, m}$ equals $+1$ if all the indices denoted by $j'$ and $j$ are respectively equal, and it is zero otherwise.

The computation of $H_2^\dagger$ is a simple task. From (2.2) we see that $h^2_{\text{old}}$ consist of the squares $p_i^2$ and $q_i^2$. For these functions we use the notation $\text{ad}(p_i^2)$ and $\text{ad}(q_i^2)$ to denote the associated Lie operators since in this case the capital letter convention is not convenient. Then using (1.2) and (2.14), we find upon computing the required Poisson bracket that

$$\text{ad}(q_i^2) | j, m \rangle = -2(j_i + m_i + 1)^{1/2}(j_i - m_i)^{1/2} \langle j', m' | j, m \rangle,$$  

(2.15a)

where $j'$ and $m'$ are respectively $j_i + 1$ and $m_i + 1$, and

$$\text{ad}(p_i^2) | j, m \rangle = -2(j_i - m_i + 1)^{1/2}(j_i + m_i)^{1/2} \langle j', m' | j, m \rangle.$$  

(2.15b)

We observe that, in analogy to quantum mechanics, $\text{ad}(q_i^2)$ behaves like twice an angular momentum raising operator. Similarly, $\text{ad}(q_i^2)$ behaves like twice the negative of an angular momentum lowering operator. It follows immediately or by direct computation that

$$\text{ad}(q_i^2) | j, m \rangle = -\text{ad}(q_i^2),$$  

(2.16a)

$$\text{ad}(p_i^2) | j, m \rangle = -\text{ad}(q_i^2).$$  

(2.16b)

We are ready to specify our choice of $f_k$ in relation (2.11). Using (2.13), we can uniquely write

$$h_k = h_k + r_k,$$  

(2.17)

where $r_k$ is in the range of $H_2$ and $r_k$ is in the null space of $H_2^\dagger$. Next, we require that $f_k$ satisfy the equation

$$H_2 f_k = r_k.$$  

(2.18)

This equation always has a solution because $r_k$ is in the range of $A$. They will then also be in the null space $A^\dagger$. We observe that, in analogy to quantum mechanics, $\text{ad}(q_i^2)$ behaves like twice an angular momentum raising operator. Similarly, $\text{ad}(q_i^2)$ behaves like twice the negative of an angular momentum lowering operator.
of $H_k$ by construction. With this choice for $f_k$, we find from (2.11) and (2.18) the result

$$h_{new}^k = h_k^k = n_k, \quad k > 3.$$  

(2.20)

That is, it is always possible to choose $f_k$ in such a way that $h_{new}^k$ for $k > 3$ is in the null space of $H_k^3$.

At this point we should make clear to the reader that we do not maintain that the imposition of (2.19) is always the optimal procedure. Indeed, we are studying other strategies, which will be the subject of another paper. However, the above procedure is clearly a mathematically attractive option worth exploring. We shall see in the next section that it has interesting physical consequences because it leads directly to the formal construction of integrals of motion.

3. INTEGRALS OF MOTION

In the last section, we made a partial exploration of how the choice of the $f_k$ affected the form of $h_{new}$. We found that by imposing (2.19), it was possible to arrange that each term $h_{new}^k$ in $h_{new}$ (save for $h_{new}^{new}$) would be in the null space of $H_k^3$.

In this section we will show that this choice leads to the determination of at least one and perhaps several integrals of motion for $h_{new}$.

Let us express the function $h_{new}^{slid}$ given by (2.2) in the form

$$h_{new}^{slid} = c + d,$$  

(3.1)

where $c$ and $d$ are given by

$$c = \frac{1}{2} \alpha_1 + \frac{1}{2} (p_2^2 + q_2^2) + \cdots + \frac{1}{2} \alpha_s (p_s^2 + q_s^2),$$  

(3.2a)

$$d = \frac{1}{2} (p_1^2 + \cdots + p_{s-1}^2).$$  

(3.2b)

We shall show that $c$ is an integral of motion for $h_{new}$. That is, $c$ satisfies the equation $[c, h_{new}^{slid}] = 0$.

The proof requires a series of steps. First, suppose that $|n_s>$ is a homogeneous polynomial of degree $s$. Imagine that $|n_s>$ is expanded as a linear combination of the basis vectors $|j;m>$ given by (2.14). Evidently we must have

$$2(f_1 + \cdots + f_s) = s$$

for every term in the expansion and hence $2\alpha_s < s$ for every factor in each $|j;m>$. It follows that

$$[a(p_1^s)]^+ | n_s> = 0,$$  

(3.3)

since $a(p_1^s)^+$ is proportional to a raising operator by (2.16a) and (2.17b).

Let $C$ and $D$ denote the Lie operators associated with $c$ and $d$, respectively, and consider the quantity

$$[D^m | n_s> = 0, \quad m = s + 1].$$  

(3.4)

where the $\beta_\gamma$ are certain coefficients. We note that in each term the exponents are non-negative and must satisfy $\rho_1 + \cdots + \rho_m = m(s + 1)$. It follows that in each term there must be at least one exponent $\rho$, such that $\rho > (s + 1)$. This implies by (3.3) that

$$[a(p_1^s)]^+ | n_s> = 0.$$  

Therefore, we must have

$$[D^m | n_s> = 0, \quad m = s + 1].$$  

(3.5)

From (3.1) we have

$$H_k^3 = C^* + D^*.$$  

(3.6)

Also, from (2.17) and (3.2a), $C$ is antihermitian, that is,

$$C^* = - C.$$  

(3.7)

Solving (3.7) for $D^*$ and inserting the result into (3.6) gives

$$[C + H_k^3]^s | n_s> = 0.$$  

(3.8)

Since $C$ and $H_k^3$ commute, the left-hand side of (3.9) can be expanded to give

$$[C + H_k^3]^s | n_s> = 0.$$  

(3.9)

Then, all the terms on the left-hand side, except for the first, automatically annihilate $|n_s>$, and we conclude

$$C^s | n_s> = 0.$$  

(3.10)

We are almost done. Since $C$ is antihermitian and maps $\mathcal{P}_s$ into itself, we know that its eigenvectors in $\mathcal{P}_s$ must form a complete set in $\mathcal{P}_s$. Thus we can write an expansion of the form

$$|n_s> = \sum_\gamma \beta_\gamma | \gamma>.$$  

(3.11)

where the $\beta_\gamma$ are certain coefficients and the polynomials $|\gamma>$ are linearly independent and satisfy eigenvector relations of the form

$$C |\gamma> = \nu_\gamma | \gamma>.$$  

(3.12)

Insertion of the expansion (3.13) into (3.12) and use of (3.14) gives the result

$$\sum_\gamma \beta_\gamma \nu_\gamma^{(s + 1)} | \gamma> = 0.$$  

(3.15)

But, since the polynomials are linearly independent, we must then have $\beta_\gamma \nu_\gamma^{(s + 1)} = 0$ for every $\gamma$, which in turn implies $\nu_\gamma = 0$ for every $\gamma$. From this we conclude that

$$C |n_s> = \sum_\gamma \beta_\gamma | \gamma> = 0.$$  

(3.16)

We have shown that if $|n_s>$ is in the null space of $H_k^3$ it must also be in the null space of $C$.

The result we have been working to prove now follows immediately. Thanks to our normal form algorithm, we have arranged that each $h_{new}^{new}$ for $k > 3$ is in the null space of $H_k^3$, and hence

$$h_{new}^{new} = 0 \quad \text{for } k > 3.$$  

(3.17)

Moreover, it is easily checked that
FIG. 1. Motion of a trapped particle in a magnetic dipole field.

\[ Ch_2^{new} = Ch_2^{old} = [c, h_2^{old}] = 0. \]  \hspace{1cm} (3.18)

Consequently, we have

\[ Ch^{new} = [c, h^{new}] = 0, \]  \hspace{1cm} (3.19)

and \( c \) is an integral of motion of \( h^{new} \) as advertised.

We have seen that the normal form algorithm of Sec. 2 leads to the determination of an integral of motion \( i^{new} \) for \( h^{new} \), namely \( i^{new} = c \). In some cases, for example when the frequencies \( \alpha_n \) are irrational in a way as to be incommensurate, it is possible to exhibit additional integrals. This is shown in the Appendix.

It is worth remarking at this point that the normal form algorithm required for mirror machine Hamiltonians is considerably more complicated than that used in celestial mechanics. In the latter case it can be shown that \( H^1 = -H^2 \), and then the analysis is far simpler than the preceding has been.

4. EXAMPLES AND APPLICATIONS

In this section we study two Hamiltonian systems which describe the motion of charged particles in magnetic mirror geometries. The first problem considered is that of the motion of a charged particle in a magnetic dipole field, the so-called Störmer problem. This problem is an idealized description of the Van Allen radiation. The second system considered is a simple model mirror machine characterized by the magnetic field given in cylindrical coordinates \((\rho, \phi, z)\) by

\[ B = (B_0 / a^2) [ - \rho z \partial_\rho + (a^2 + z^2) \partial_z ] . \]  \hspace{1cm} (4.1)

The variable \( a \) is a typical length scale for the mirror.

Our major tool for dealing with these systems is the use of the normal form algorithm. The algebra involved in carrying out the procedure is very lengthy, but completely routine. Therefore, we have programmed a digital computer to carry out the necessary steps. In brief, we have written routines using the language FORMAL to carry out the decompo-

sition (2.18), solve (2.19) for \( f_k \), and perform (2.5) to move from \( h_k^{-1} \) to \( h_k \). The calculations were performed through sixth order for the Störmer problem (i.e., \( k = 6 \) in Eq. (2.3)) and through ninth order for the model mirror machine.

Typical calculations required 45 min of Univac 1108 time. We expect that specially written routines for the same purpose which are currently under development will require considerably less computer time.

Figure 1 shows the motion of a typical particle trapped by a magnetic dipole field. When the equations of motion are written in cylindrical coordinates, the axial symmetry associated with a dipole field and scaling of space and time can be used to reduce the problem to the determination of the orbits governed by the reduced Hamiltonian

\[ h (\rho, \phi, z) = \frac{1}{2} (\rho_\phi^2 + \rho_z^2) + \frac{1}{2} \left( \frac{1}{\rho} - \frac{\rho}{\rho^3} \right). \]  \hspace{1cm} (4.2)

That is, due to axial symmetry, the problem is reduced to one having two degrees of freedom. Once the motion in the \( \rho, z \) plane is determined so that \( \rho(t) \) and \( z(t) \) are known, \( \phi(t) \) can be found by a quadrature. Details are given in Refs. 2 and 4.

Figure 2 shows a typical orbit as it appears in the \( \rho, z \) plane.

The Hamiltonian (4.2) is not in the form of a power series, and consequently we cannot apply the normal form algorithm directly. However, we observe from Figs. 1 and 2...
that the motion consists of gyration about a field line superimposed upon motion along a field line. We therefore introduce orthogonal dipolar coordinates \( q_x \) and \( q_y \) given by
\[
q_x = z/r^3, \quad q_y = r^2/p^2 - 1.
\]

Roughly speaking, the coordinate \( q_x \) describes motion along the confining field line, i.e., the guiding center motion, and \( q_y \) describes motion perpendicular to the field line. This fact is illustrated in Fig. 3, which displays the orbit of Fig. 2 as it appears in dipolar coordinates. The motion has now been separated, in first approximation, into oscillations about \( q_y = 0 \) superimposed upon motion along the \( q_x \) axis.

Now let \( p_x \) and \( p_y \) be momenta canonically conjugate to \( q_x \) and \( q_y \). Then after calculation,\(^7\) one finds that the Hamiltonian (4.2) when expressed in terms of these new variables has a power series expansion. Explicitly, employing the notation (2.1), one finds for the first four terms
\[
\begin{align*}
\epsilon_x &= M - \frac{1}{2} \epsilon_0 q_y + \frac{1}{2} \epsilon_2 q_y^2 + \frac{1}{15} \epsilon_4 q_y^4 + \cdots, \\
\epsilon_y &= M - \frac{1}{2} \epsilon_0 q_y + \frac{1}{2} \epsilon_2 q_y^2 + \frac{1}{15} \epsilon_4 q_y^4 + \cdots.
\end{align*}
\]

Note that \( \epsilon_x \) now has the form (2.2).

Before continuing, we should make a remark about the transformation (4.3). It can be shown that for \( q_y = 0 \), the transformation from \( \lambda = \tan^{-1}(\rho z) \) to \( q_x \) has a singularity for complex values of \( \rho \), and is analytic only for \( |\lambda| < 3(3)^{1/2}/16 \).\(^3\) As a consequence, neither the Hamiltonian (4.4) nor the results derived from its normal form are expected to have meaning for \( |q_x| > 3 \sqrt{3}/16 \).

The stage is set for the application of the normal form algorithm of Sec. 2. The coefficients of the power series expansion (4.4) are inserted into a properly coded computer program. Sometime later the coefficients \( f_i \) generating (2.3) and the coefficients \( h_i \) for the \( q_x \) emerge.

All the results obtained are too lengthy to record here. We find, for example, that \( f_i \) is given by
\[
f_i = -2p_y q_y^2 - 3p_y^2 p_x - \frac{3}{2} p_x^2.
\]

The higher \( f_i \)'s rapidly become much longer expressions and are of little direct interest.

The normal form Hamiltonian is of direct interest. Through terms of order 6, and using a notation similar to (3.2a), that is \( c_2 = \frac{1}{2}(p_x^2 + q_y^2) \), the normal form Hamiltonian is given by the expression
\[
\begin{align*}
\epsilon_{\text{new}} &= \frac{1}{2} p_x^2 + c_1 + \frac{9}{2} c_2 q_y^2 + \frac{15}{2} c_2^2 q_y^4 + \cdots, \\
&\quad + \left( \frac{9}{8} c_2 q_y^2 + \frac{15}{16} c_2^2 q_y^4 + \frac{15}{2} c_2^2 q_y^6 \right).
\end{align*}
\]

We see that \( \epsilon_{\text{new}} \) is of the functional form
\[
\epsilon_{\text{new}} = \frac{1}{2} p_x^2 + g(c_1, q_y).
\]

That is, the normal form Hamiltonian is "simple" in the sense that it depends on the variables \( p_x, q_y \) only in the combination \( c_2 = \frac{1}{2}(p_x^2 + q_y^2) \). This is, of course, what is to be expected because according to (3.19), \( c_2 \) is an integral of motion for \( \epsilon_{\text{new}} \).

It is also of interest to record some terms of the integrals of motion \( i_{\text{old}} \) obtained from (1.15) with \( i_{\text{new}} = c_2 \). They are also calculated by our computer program. We write
\[
i_{\text{old}} = i_{2,\text{old}} + i_{3,\text{old}} + i_{4,\text{old}} + \cdots.
\]

The industrious reader is invited to verify for himself that the Poisson bracket (1.17) in fact vanishes using the expansions (4.4) and (4.8). Incidentally, that it does so has been verified directly as a check by a computer programmed Poisson bracket routine.

The series \( i_{\text{old}} \) has great utility in the examination of the nature of motion in a dipole field in fine detail. It can be used, among other things, to show that the Störmer problem is insoluble. What this means is described extensively elsewhere. We shall give a parallel but much abbreviated treatment of the question of insolubility later on in this section when we discuss the model mirror machine example.

As advertised in the first section of this paper, the normal form Hamiltonian may be sufficiently simple that it is possible to find the frequencies and initial conditions for periodic and quasiperiodic orbits. We shall now see that this is the case for the Störmer problem.

Observe that the Hamiltonian (4.6) is of the form
\[
\epsilon_{\text{new}} = \beta(c_1) + \frac{1}{2} \omega^2 c_1 q_y^2 + \eta(c_1) q_y^4 + \cdots,
\]
where
\[
\begin{align*}
\beta(c_1) &= c_2 - \frac{15}{2} c_2^2 + \frac{15}{2} c_2^3 + \cdots, \\
\omega^2(c_1) &= 9c_2 + \frac{9}{2} c_2^2 + \cdots, \\
\eta(c_1) &= \frac{3}{8} c_2 + \cdots.
\end{align*}
\]

Since \( c_2 \) is an integral of motion and therefore constant in time, we conclude that the motion in \( p_x, q_y \) governed by \( \epsilon_{\text{new}} \) is that of an anharmonic oscillator described by the \( c_2 \) dependent parameters \( \omega^2(c_2), \eta(c_2), \) etc. This circumstance suggests that we should attempt to bring the quadratic part of (4.9) to the form \((\frac{1}{2}p_x^2 + q_y^2)\), which is analogous to (3.2a) as far as the variables \( p_x, q_y \) are concerned, and then we should again apply some normal form algorithm.

Consider the canonical transformation generated by the function \( g_2 \) given by
\[
g_2 = \frac{1}{2} p_x q_y \log \omega(c_1).
\]

Note that \( g_2 \) is homogeneous of degree 2 as far as the variables \( p_x, q_y \) are concerned. We find that
\[
\begin{align*}
\exp(G_2) c_1 &= c_1, \\
\exp(G_2) p_x &= p_x \omega^{1/2}, \\
\exp(G_2) q_y &= q_y / \omega^{1/2}.
\end{align*}
\]
Consequently, we find that
\[
\exp(G_2)h_{\text{new}} = \beta(c_1) + \frac{1}{2} \omega(c_2)(p_1^2 + q_1^2) + \gamma(c_2)q_1^4 + \ldots, \tag{4.13}
\]
where
\[
\gamma(c_2) = \frac{\eta}{\omega^3}. \tag{4.14}
\]

We see that apart from the term \(\beta(c_2)\), which plays no role in the determination of the \(p, q\) motion, the transformed Hamiltonian (4.13) has a quadratic part of the form (3.1) with the term of the form (3.2b) completely absent. Now consider the Lie operator associated with this quadratic part. It will be antihermitian because of the analog of (3.8), and hence the null spaces of the analogs of \(H_2\) and \(H_1\) will coincide in this case.

Let \(h^\ast\) denote the result of applying the normal form algorithm a second time. We write \(h^\ast = \ldots \exp(G_4) \exp(G_3) \exp(G_2)h_{\text{new}}\) where the functions \(g_1, g_2, \ldots\) which lead to \(G_1, G_2, \ldots\) and which may involve \(c_2\) as a parameter are still to be determined. It follows from the discussion in the previous paragraph that one can arrange to have \(h^\ast\) lie in the null space of \(\text{ad}(p_1^2 + q_1^2)\). If this is done, \(h^\ast\) will only depend on the variables \(p_1, q_1\) in the combination \(c_1 = \frac{1}{2}(p_1^2 + q_1^2)\). Of course, \(h^\ast\) may also depend on \(c_1\). After calculation employing the normal form algorithm, we find the explicit result
\[
h^\ast(c_1, c_2) = \beta(c_1) + \omega(c_2)c_1 + 13c_1^3/(16 + 2c_2)
- 25857/62208c_2^{-1/2}[1 + (c_2/8)]^{-5/2}c_2^3 + \ldots. \tag{4.15}
\]

Let us introduce variables \(\phi, \phi^\ast\) which are canonically conjugate to the variables \(c_1, c_2\) by means of the equations
\[
q_i = (2c_i)^{1/2} \sin \phi_i, \quad p_i = (2c_i)^{1/2} \cos \phi_i. \tag{4.16}
\]
Evidently the pair \(c_i, \phi_i\) for each \(i\) are action-angle variables. Consequently, we have
\[
\phi_i = \left( \frac{\partial h^\ast}{\partial c_i} \right) = \omega_i(c_1, c_2). \tag{4.17}
\]

Since the \(c_i\) are integrals of motion (\(h^\ast\) is independent of the \(\phi_i\) thanks to the normal form algorithm), the frequencies \(\omega_i\) are independent of the time. Consequently, Eq. (4.17) can be integrated directly to give
\[
\phi_i = \omega_it + \phi_i^0. \tag{4.18}
\]
Thus, combining (4.16) through (4.18), we find that the motion of the \(q_i, p_i\) is periodic with the frequencies \(\omega_i\) and \(\omega_t.\) Since \(h^{\text{old}}\) and \(h^\ast\) are related by a canonical transformation, it follows that the motion described by \(h^{\text{old}}\) must be quasiperiodic with the two fundamental frequencies \(\omega_t\) and \(\omega_i.\) In particular, orbits for which the ratio \(\omega_i/\omega_t\) is a rational number will be closed, and therefore will be completely periodic.

Suppose we consider all the orbits for which the energy has a particular set value and for which the fundamental frequency ratio is rational, \(\omega_i/\omega_t = m/n.\) Since \(h^\ast\) and the \(\omega_i\) depend only on \(c_1\) and \(c_2\), these two conditions determine the values of the integrals \(c_1\) and \(c_2.\) However, \(\phi_i^0\) and \(\phi_i^0\) are undetermined. Consequently, we expect that those periodic orbits having a particular energy and frequency ratio will form a two-dimensional surface in phase space. However, direct numerical integration of orbits for the Störmer problem shows that this is not the case. Instead, one finds that for a fixed energy, there are only a finite number of orbits having a specified rational value for \(\omega_i/\omega_t.\) Put another way, for a fixed energy, the closed (and therefore periodic) orbits in phase space are isolated curves, and do not form a two-dimensional surface. It follows that the normal form process that we have described in this paper must be divergent for the Störmer problem.

We are currently working on a different normal form procedure in order to overcome this difficulty. However, we wish to point out here that the apparently formal expres-
As before, we may now perform a variant of the normal form algorithm a second time to arrive at a final Hamiltonian which only depends on the variables $c_1$ and $c_2$. Thus

$$\begin{align*}
h*(c_1, c_2) &= c_1 + (c_1 + \frac{1}{2}\epsilon c_2 + \frac{1}{4}\epsilon^2 c_1^2) c_2 + \frac{1}{3!}(1 + \frac{1}{2}\epsilon c_1 + \frac{1}{4}\epsilon^2 c_1^2) c_1^2 c_2 + \ldots.
\end{align*} \tag{4.21}$$

A numerical study of the periodic orbits for a fixed value of the energy shows that they are again isolated, and do not form a two-dimensional surface. In particular, various periodic orbits have initial conditions of the following form:

$$q_1 = 0; p_1 = 0; q_2 \text{ variable and taking on various discrete values; and } p_2 \text{ determined by energy conservation once } q_1, q_2, \text{ and } p_1, p_2 \text{ have been specified. Table I shows the initial value of } q_2 \text{ for various periodic orbits in the case for which the equation } h = 0.01 \text{ fixes the energy. Each integer in the column labeled "rotation number" is defined to be the number of oscillations undergone by the variable } q_2 \text{ during one oscillation of } q_2. \text{ It corresponds physically to the number of gyration cycles a charged particle makes during one complete}$$

$$\text{orbit in the mirror machine, and should ideally equal the ratio } \omega_2/\omega_1 \text{ computed by the normal form algorithm. This is very nearly the case. The column labeled "estimated } q_2 \text{" is the value of } q_2 \text{ computed by requiring that the ratio } \omega_2/\omega_1 \text{ computed using (4.21) and (4.17) be exactly equal to the rotation number in question. (We have, of course, also required that } h = 0.01, p_2 = 0, \text{ and } q_1 = 0.\)$$

The agreement between the columns "estimated } q_2 \text{" and "numerically determined } q_2 \text{" is remarkably good, and illustrates the utility of the normal form approach even though the series employed must ultimately be divergent. We observe that the agreement for the model mirror machine problem is much better than it was for the Størmer problem. This is because in (4.20) the ratio of the coefficient of the term involving } q_1^3 \text{ is smaller by a factor of } c_2 \text{ than the corresponding ratio for (4.6). This circumstance can be traced to the fact that (4.19) contains no terms of order } 3 \text{ whereas (4.4) does, and is a special feature of orbits with } p_2 = 0.\)$$

Because of its simplicity, the model mirror machine problem is an ideal context in which to examine the integral of motion produced by the normal form algorithm. We have computed $i \text{old}^2$ through terms of ninth order using (1.15) with $i \text{new}^2 = c_1$. The entire expression is too lengthy to record, and is best transferred directly from one computer program to another. The first few terms are given by

$$\begin{align*}
i_2^2 &= \frac{1}{4}(p_2^2 + q_2^2),
\text{ and } i_3^2 &= 0,
\end{align*} \tag{4.22}$$

$$\begin{align*}
i_4^4 &= \frac{1}{4}(p_2^4 + q_2^4) - 2p_2^2 q_2^2 + 2q_2^4 + 4p_2 q_2 q_4^2). \tag{4.23}
\end{align*}$$

Examination of these terms and those of higher order shows that $i \text{old}^2$ contains within it all the terms in the power series expression for the magnetic moment, $E_z/B$:

$$\begin{align*}
E_z/B &= \frac{1}{2}(p_2^2 q_2^2 + q_2^4 + \frac{1}{4}q_2^6) = \frac{1}{4}(p_2^2 + q_2^2) + \frac{1}{4}(q_2^6 - p_2^6) + \ldots.
\end{align*} \tag{4.23}$$

There are also additional terms in $i \text{old}^2$ beyond these. They represent corrections required to make up the complete adiabatic magnetic moment expansion.
FIG. 6. The quantities \( i^{\text{old}} \) through various orders, \( E_i/B \), and \( i^{\text{sum}} \) as functions of time for the orbit with initial conditions \( q_1 = q_2 = 0 \) and \( \dot{q}_1 = 0.0707, \dot{q}_2 = \frac{1}{10} \). The mirror point is at \( q_x \approx 1.0 \), and the magnetic field strength at the mirror point is 1.5 times its value at \( q_x = 0 \). The vertical scale is arbitrary, and to separate the curves a different constant has been added to each.

Since \( i^{\text{old}} \), as a series, contains all the terms in (4.23), it is reasonable to sum these terms explicitly. When this is done, we will obtain a quantity, denoted by \( i^{\text{sum}} \), which contains \( E_i/B \) exactly plus all terms of the remainder of the complete adiabatic magnetic moment expansion through the highest degree to which \( i^{\text{old}} \) is computed. The quantity \( i^{\text{sum}} \) may be expected to be more nearly constant than \( i^{\text{old}} \). More explicitly, through terms of order nine we write

\[
i^{\text{sum}} = i^{\text{old}} - \frac{4p_2^2(1 - \frac{1}{2}q_x^2 + \frac{1}{4}q_x^4 - \frac{1}{4}q_x^6 + \frac{1}{2}p_2^2/(1 + \frac{1}{2}q_x^2)).}
\]

(4.24)

Note that the series for the magnetic moment \( E_i/B \) given in (4.23) diverges for \( |q_x| > (2)^{1/2} \). We therefore do not expect that the function \( i^{\text{old}} \) truncated at a finite degree will be a good integral of motion for orbits which mirror beyond \( |q_x| = (2)^{1/2} \). But this does not rule out the possibility of \( i^{\text{sum}} \) being very nearly constant, when truncated at high degree.

To examine the constancy of \( i^{\text{old}} \) and \( i^{\text{sum}} \) as integrals of motion, we have integrated numerically the equations of motion. Figure 6 shows graphs of \( i^{\text{old}} \), taken through 5th, 7th, and 9th order respectively, as a function of time over an orbit. The orbit starts at \( q_x = 0 \) at \( t = 0 \), mirrors at \( t \approx 22 \), recrosses the median plane \( q_x = 0 \) at \( t \approx 44 \), mirrors again at \( t \approx 66 \), etc. It is evident that the constancy of \( i^{\text{old}} \) improves as more terms in the series are included. (We will see later, however, that the series must ultimately diverge, so that improvement cannot continue indefinitely.) Also shown is the quantity \( i^{\text{sum}} \), computed from (4.24) with \( i^{\text{old}} \) taken through ninth degree. It remains remarkably constant over the entire orbit. Finally, the quantity \( E_i/B \) is plotted to demonstrate that \( i^{\text{old}} \) is superior to the magnetic moment except at mirror points, and that \( i^{\text{sum}} \) is superior everywhere. Results of several numerical integration runs for a range of initial conditions show that this behavior holds in general.

We close this section with the presentation of numerical evidence that the model mirror machine problem, like the Størmer problem, is insoluble. What it means for a classical mechanics problem to be "insoluble" and how this can come about has been described in detail elsewhere. In essence, it means that there are, in fact, no analytic functions of the \( p \)'s and \( q \)'s which are integrals of motion and therefore satisfy (1.17). Consequently, trajectories in phase space are not confined to lie on analytic hypersurfaces. Instead, they may wander in a very complicated way, and are sufficiently complex so as to preclude their explicit representation. It also follows that the complete adiabatic magnetic moment expansion is divergent. Finally, it can also be shown that any of the standard methods of classical mechanics, such as perturbation series or solution of the Hamiltonian-Jacobi equation, must also fail. In particular, there is no known way of predicting the long-term behavior of trajectories; and in the case of mirror machines, long-term containment cannot be mathematically guaranteed.

One method of testing numerically for the existence of integrals of motion is to plot the values of some independent pair of variables each time a trajectory in phase space crosses the median plane \( q_x = 0 \). If the result of such a plot is a collection of points which have the appearance of lying on a smooth curve, then the existence of an integral is suggested, although not proved. By contrast, if no such regularity occurs, the existence of an integral is ruled out. Figure 7 shows variations in \( i^{\text{old}} \) (through ninth order) plotted against \( p_2 \) for successive median plane crossings. It is evident that these points are scattered, and the existence of an integral of motion is precluded. Thus, the model mirror machine, despite its simplicity, is insoluble. More detail may be found in Ref. 3.

5. CONCLUDING SUMMARY

In Secs. 1 and 2 a partial exploration was made of the

FIG. 7. Changes in the value of \( i^{\text{old}} \) through ninth degree plotted versus \( p_2 \) for successive median plane crossings. The initial conditions for this orbit are \( q_1 = 0.299, p_1 = 0, q_2 = 0 \), and \( p_2 \) determined by the energy condition \( h^{\text{old}} = \frac{1}{10} \).
effect of canonical transformations on mirror machine Hamiltonians, and a certain normal form was shown to be always possible. In Sec. 3 it was shown that this normal form led to the existence of a formal integral. Section 4 treated two examples of mirror machines, and normal form methods were used to obtain expressions for bounce frequencies and the location of periodic orbits. The lengthy algebraic calculations required were performed by computer. Good agreement was found between analytical and numerical results for periodic orbits. In addition, it was shown that the integral of motion produced by the normal form method is in fact a series for the complete adiabatic magnetic moment expansion. Finally, it was shown that, like the Störmer problem, the simple model mirror machine does not possess an analytic third integral of motion. Therefore its complete adiabatic magnetic moment expansion is divergent, phase space trajectories are not confined to lie on analytic hypersurfaces, and the problem, despite its apparent simplicity, is insoluble. In particular, there is no mathematical guarantee of long-term containment.
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APPENDIX

Suppose that the frequencies \( \alpha_i \) in (2.2) exhibit some degree of incommensurability. In particular, we assume that there are \( l \) and only \( l \) linearly independent equations of commensurability between the frequencies \( \alpha_{m+1}, \ldots, \alpha_n \). We write these relations in the form

\[ \sum_{j=m+1}^{n} \mathcal{M}_{ij} \alpha_j = 0, \quad i = 1, \ldots, l. \]  

(A1)

Equivalently, we write

\[ \mathcal{M} \alpha = 0 \]  

(A2)

where \( \alpha \) is a vector with entries \( \alpha_{m+1}, \ldots, \alpha_n \), and \( \mathcal{M} \) is an \( l \times (n - m) \) matrix with integer coefficients, rank \( l \), and indexed so that \( m + 1 \leq j \leq n \).

Using a notation similar to (3.2a), we write

\[ c = \sum_{j=m+1}^{n} \alpha_j f_j \]  

(A3)

where

\[ c_j = \frac{1}{2}(p_j^2 + q_j^2). \]  

(A4)

We also write

\[ C = \sum_{j=m+1}^{n} \alpha_j C_j \]  

(A5)

It is evident that the various Lie operators \( C_j \) mutually commute, since they involve differentiation with respect to different variables. Also, from (2.17) they are all antihermitian. Finally, they each map \( \varphi_k \) on to itself for each value of \( k \). It follows that there exists a basis in which the \( C_j \) are all simultaneously diagonal.

We next assert that the eigenvalues of each \( C_j \) are the integers multiplied by \( i \). To see this, we introduce monomials in the single pair \( q_j, p_j \) defined by

\[ \langle j, m \rangle = (p_j + i q_j)^{j-m} (p_j - i q_j)^{j+m}. \]  

(A6)

Here, as before, the quantities \( j \) and \( m \) are integral or half integral. We find, after simple computation, that

\[ C_j \langle j, m \rangle = -2im_j \langle j, m \rangle. \]  

(A7)

Since any monomial in the various variables can be built of products of the form (A6), and since these monomials obviously form a basis, our assertion is proved.

Let \( | \lambda_{m+1} \ldots \lambda_n \rangle \) denote an eigenvector of the various \( C_j \). It is constructed from products of monomials of the form (A6). We have

\[ C_j | \lambda_{m+1} \ldots \lambda_n \rangle = i \lambda_j | \lambda_{m+1} \ldots \lambda_n \rangle, \]  

(A8)

where the \( \lambda \)'s are integers. It follows from (A5) and (A8) that

\[ C | \lambda_{m+1} \ldots \lambda_n \rangle = \left( \sum_{j=m+1}^{n} \alpha_j \lambda_j \right) | \lambda_{m+1} \ldots \lambda_n \rangle. \]  

(A9)

Since \( C \) is antihermitian, we may rewrite (A9) in the form

\[ \langle \lambda_{m+1} \ldots \lambda_n | C | \lambda_{m+1} \ldots \lambda_n \rangle = \left( \sum_{j=m+1}^{n} \alpha_j \lambda_j \right) \langle \lambda_{m+1} \ldots \lambda_n | h^{\text{new}} \rangle. \]  

(A10)

Now take the scalar product of both sides of (A10) with the vector \( | h^{\text{new}} \rangle \). We find, using (3.19), the result

\[ 0 = \langle \lambda_{m+1} \ldots \lambda_n | C | h^{\text{new}} \rangle \]  

(A11)

Thus, for \( | \lambda_{m+1} \ldots \lambda_n \rangle \) to appear in \( h^{\text{new}} \), the eigenvalues \( \lambda_j \) must necessarily satisfy the relation

\[ \sum_{j=m+1}^{n} \alpha_j \lambda_j = 0. \]  

(A12)

By the hypothesis (A1) or (A2), there are only \( l \) linearly independent relations of the form (A12) with integer coefficients. It follows that for each set of \( \lambda \)'s obeying (A12) there must be other coefficients \( \beta \) such that

\[ \lambda_j = \sum_{i=1}^{l} \beta^i_j \alpha_j. \]  

(A13)

or, using matrix and vector notation,

\[ \lambda = \mathcal{M} \beta^i. \]  

(A14)

We are almost done. Let \( \gamma_{m+1} \ldots \gamma_n \) be a set of real numbers such that the vector \( \gamma \) with entries \( \gamma_j \) is an eigenvector of \( \mathcal{M} \) with eigenvalue zero,

\[ \mathcal{M} \gamma = 0. \]  

(A15)

By the nature of \( \mathcal{M} \), there will be \( n - m - l \) such vectors \( \gamma \) which are linearly independent. Using (A14) and (A15), we find that the scalar product between any \( \lambda \) obeying (A12) and any \( \gamma \) obeying (A15) vanishes,

\[ \langle \lambda, \gamma \rangle = (\mathcal{M} \beta^i) \gamma = (\beta^i, \mathcal{M}) \gamma = 0. \]  

(A16)
Now define operators $C_j$ by the rule

$$C_j = \sum_{j=1}^{n} \gamma_j C_j.$$

(A17)

There will $n - m - 1$ such operators which are linearly independent. They evidently have the property that

$$C_j |\vec{\lambda}_{m+1, \ldots, \lambda_n} \rangle = i(\lambda_j) |\vec{\lambda}_{m+1, \ldots, \lambda_n} \rangle = 0$$

(A18)

when (A12) holds. Since the only vectors $|\vec{\lambda}_{m+1, \ldots, \lambda_n} \rangle$ occurring in the expansion of $h_{\text{new}}$ are those for which (A12) holds, we must also have

$$C_j h_{\text{new}} = 0.$$  

(A19)

It follows that the $n - m - l$ functions $\gamma_j^{\text{new}}$ defined by

$$\gamma_j^{\text{new}} = \sum_{j=1}^{n} \gamma_j C_j,$$

(A20)

are integrals of motion for $h_{\text{new}}$.

We note that, in this notation, $c_\alpha$ is the integral already found in Sec. 3. We also remark that in the extreme case in which $l = 0$, i.e., all the $\alpha$'s are irrational in a way as to be completely incommensurate, then each $c_j$ is an integral of motion for $h_{\text{new}}$. 

---

11. For those familiar with Lie Algebras, we remark that the associated Lie operators constitute the adjoint representation of the underlying Poisson bracket Lie Algebra; hence the notation. See, for example, M. Hausner and J.T. Schwartz, *Lie Groups; Lie Algebras* (Gordon & Breach, New York, 1968). Computation by the reader may be simplified by noting that ad($\psi$) = 2($\xi$, $\partial$/$\partial \psi$) etc.
13. Note that although (2.19) always has a solution, the solution is not unique. Given a solution, one can always produce a new solution simply by adding on a function in the null space of $H$. The implications of this freedom of choice have not been fully explored. In our calculations to date we have imposed the further requirement that each $f_j$ be orthogonal to the null space of $H$. When considering the question of uniqueness, it should also be noted that the choice of scalar product, which in turn defines $H$ by (2.12), is also not unique. This degree of freedom also has not been fully explored.
14. For a study of those orbits which eventually close on themselves, and hence are periodic, a different procedure may be more useful. It is known that such orbits correspond to fixed points of a Poincare surface of section map or its iterates, and that these fixed points are in turn the loci or origin of island or homo-heteroclinic behavior. (See Ref. 4.) A preliminary step toward the construction of integrals in these so called "resonance" cases has been made in Ref. 15.